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Abstract

This work presents a method of information fusion involving data capturdmbtiya standard charg
coupled device (CCD) camera and a time-of-flight (ToF) camera to beingbe detection of the
proximity between a manipulator robot and a human. Both cameras are assubeeldcated abov!
the work area of an industrial robot. The fusion of colour images and tirfiggbt information makes
it possible to know the 3D localization of objects with respect to a world coatdiaystem. At the
same time, this allows to know their colour information. Considering that ToFrirdton given by,
the range camera contains innacuracies including distance errory lorde and pixel saturatior
some corrections over the ToF information are proposed and developegrove the results. Th

In addition to this, using the 3D information, the motion detection in a robot industmaronment
is achieved, and the fusion of information is applied to the foreground tshpeeviously detecteq
This combination of information results in a matrix that links colour and 3D informatgiving
the possibility of characterising the object by its colour in addition to its 3D lodaisa Further
development of these methods will make it possible to identify objects and tratrgmoin the real
world and to use this information to prevent possible collisions between tlo¢ a0k such objects.

proposed fusion method uses the calibration parameters of both camegpsdject 3D ToF points,
expressed in a common coordinate system for both cameras and a nobhah &D colour images|.
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1 Introduction

Since the 1960s, industrial robots have been used in the manufactunirsgyinand they have substituted
humans in various repetitive, dangerous, hostile tasks. A conseqgassmaated with the incorporation
of robots in industry is the emergence of new risks of accidents for w&rkéhe normatives which
incorporate, among many other aspects, these robot-related risks,einbeidnternational standard
ISO 10218, the American ANSI/RIA R15.06, the European EN 775, atidra normatives such as
the Spanish UNE-EN 755. To prevent accidents, the selection of aityesystem must be based on
the analysis of these risks. Traditionally, these security systems sepagatebtit workspace from
the human one. One example of this requirement was reflected in the Spanisatime UNE-EN
755:1996 [1]. It is established that sensor systems have to be inctagdoaprevent the entrance of
humans in a hazardous area in case the operating state of the robotic syglesa dangers to the
human. According to traditional normatives, maintenance, repair, orgmyging personnel can only
be inside the robot workspace if the industrial robot is not in automatic mode.

However, in recent years, due in part to the flexible design of prodil@optimization of production
methods, and the introduction of new technologies, the tasks performedustrial robots are no longer
restricted to the transfer of objects, or other repetitive tasks. Instea@, ifhan increasing number of
tasks in which humans and robots combine their skills in collaborative work.

To enable collaboration between human and robot, safety measuresttidishsa rigid separation
between human and robot workspaces have to be removed. Insteaurdbdection of other types of
security systems is required so that collisions can be avoided by detecstarials as well as their
dynamic characteristics, and harm to the human can be mitigated in case abaquected impact. For
this reason, research in this field is directed towards changing the wayanhnteracts with a robot so
that the trend is that both human and robot can share the same workspaesame time. This change
in the working relationship is reflected in the updates carried out from the2@906 in the international
normatives 1S0O10218 [2] and guidelines for the implementation of thesdatems, such as [3]. In
these guidelines, new concepts are presented, such as collabarhtit® collaborative operations, and
spaces of collaborative work.

Taking into account that security is a fundamental aspect in the desigabotic manufacturing
systems, the development of systems and security strategies that allowltierative work between
human and robot is essential. The aim of this paper is to contribute at the itatiel sf the design of a
system for collision prevention between a human and a robot manipulatenglaaworkspace at the
same time. A method for processing of information acquired from two difféyges of vision sensors
located above an industrial robot environment is proposed. The meitoch is mainly focused on
information captured from a time-of-flight camera, allows the fusion of battowr and 3D
information, as an initial step towards the development of an active secysityns for application in
an industrial robotics environment. This information fusion generates aircaled 3D information
matrix which allows simultaneously estimating colour characteristics from an tolgjed its
three-dimensional position in a world coordinate frame. At a later step, #hefukis combination of
information will allow to associate a security volume around each charaatenigiect, in order to
prevent possible collisions between industrial robot and human.



2 Related work on shared human robot wor kspaces

A brief summary of different types of security applied to industrial roboticitonments is provided in
order to give the context to the work presented in this paper. With the aiwiofgcontext to the work
presented in this paper, Figure 1 presents a possible classification ®etypes of security, as well as
goals to achieve for each type of security, systems and devices useatteons to apply on the robotic
system.

Figure 1 Security systems industrial robot environments.  This scheme aims to summarize a
classification of the types of security applied to industrial robotic envirotsners well as goals to
achieve for each type of security, systems and devices used, andtithre tacapply on the robotic
system.

Security systems in industrial robotic environments can be classified aseassl active. Passive
security systems are hazard warning elements which do not alter the metibur. These systems
are audible or visible signals such as alarms or lights or systems that ptieee@mhdvertent access to a
restricted area. Active security systems in industrial robotic environmantbe&defined as the methods
used to prevent the intrusion of humans to the robot workspace when itaigtamatic mode. The
difference with the passive methods is that active methods can modify tbebehaviour. Historically,
devices such as movement, proximity, force, acceleration, or light seaserused to detect human
access to the robot workspace and to stop the execution of the robotHaskever, as it has been
discussed previously, research in this field is moving towards allowing hsi@ad robots to share
workspaces.

2.1 Collision avoidance

A further way to enhance safety in shared human/robot work/worlkspecto implement collision
avoidance systems. Robots have been provided with sensors captuwahgnformation. Ultrasonic
sensors [4], capacitive sensors [5,6], and laser scanner syst¢hesvg been tried to avoid collisions.
However, the information provided by these sensors does not covevhibke scene, and so these
systems can only provide a limited contribution to enhance safety in humanh-coliaboration
tasks [8]. Moreover, geometric representations of human and robotipubaiors have been used to
obtain a spatial representation in human-robot collaboration tasks. Naegorithms are then used
to compute the minimum distance between human and robot and to search foiomdike
paths [9-12]. Methods have been proposed involving the combinatioiffefemt types of devices to
help avoid collisions. This idea has been applied into a cell production linecfmponent exchange
between human and robot in [13], where the safety module uses commandbght curtain sensors,
joint angle sensors, and a control panel to prevent the collision with th@hwhen exchanging an
object. The discussion concentrates below in artificial vision systemsg raygiems, and their
combination.

2.1.1 Artificial vision systems

Artificial vision systems have also been used to prevent human-roboti@adisThis information can
be used on its own or in the combination with information from of others typewtds. In order
to achieve safe human-robot collaboration, [14] describes a safstgnsymade up of two modules.
One module is based on a camera and computer vision techniques to obtaimie logation. The
other module, which is based on accelerometers and joint position informetiosed to prevent an
unexpected robot motion due to a failure of robot hardware or softwResearch work such [15]
investigates safety strategies for human-robot coexistence and atioperThe use of a combination



of visual information from two cameras and information from a force/toraressr is proposed. In
order to perform collision tests, other work has used visual informatignieed by cameras [16,17]
to generate a 3D environment. Also, visual information is used to sepanai@nistand other dynamic
unknown objects from the background [18] or to alter the behavioureofdhot [19]. In [20-22], visual

information has been used to develop safety strategies based on fuizyplwdpabilistic methods, or
the calculation of warning index, respectively.

2.1.2 Range systems

The depth map of a scene can be obtained by using depth sensors fasdr agnge finders and stereo
camera systems. The results of using a laser time-of-flight (ToF) serespresented in [23] and [24]
with the latter using several depth sensors in combination with presenarseRgcently, a new type
of camera has become available. These cameras, denominated as ragigg-icameras, 3D ToF
cameras, or PMD cameras, capture information providing a 3D point ckoudng other information.
They are starting to be used in active security systems for robotic indwstkimbnments, among other
applications. An example is a single framework for human-robot cooparatfse purpose is to
achieve a scene reconstruction of a robotic environment by markerilessdtic estimation. For
example, [8,25] use the information delivered by a 3D ToF camera mounted toglof a robotic cell.
This information is employed with the purpose of extracting robust featuoes the scene, which are
the inputs to a module that estimates risks and controls the robot. In [26],dlo@ fof 3D information
obtained from several range imaging cameras and the application of tta ligutechnique are used
to estimate the presence of obstacles within the area of interest. The camndigaiaf a robot model
and its future trajectory along with information on the detected obstacles eddasheck for possible
collisions.

2.1.3 Combination of vision and range systems

This technique is based on the combination of 3D information from range earaad 2D information
from standard charge-coupled device (CCD) cameras. Although thiritee is being used in other
applications, such as hand following [27,28] or mixed reality applications3fg9not much work has
been reported using this technique in the area of active security in robviloements. In [32], an
analysis of human safety in cooperation with a robot arm is performed. drfalysis is based on
information acquired by a 3D ToF camera and a 2D/3D Multicam. This 2D/3D Multioamsists of a
monocular hybrid vision system which fuses range data from a PMD Tagosewith 2D images from a
conventional CMOS grey scale sensor. The proposed method estahiishahile the 3D ToF camera
monitors the whole area, any motion in the shared zones is analysed usirg/8tei@formation from
the Multicam. In [33], a general approach is introduced for surveillaficebotic environments using
depth images from standard colour cameras or depth cameras. The dfisiata from CCD colour
cameras or from ToF cameras is performed to obtain the object hull andtaackswith respect to the
known geometry of an industrial robot. They also present a comparistwvebn distance information
from colour and ToF cameras and a comparison between a ToF caméraFaimformation fusion. One
of the conclusions of this work is that the fusion of information from sdviese cameras provides better
resolution and less noise than the information obtained from a single cameadly,H34] describes a
hybrid system based on a ToF camera and a stereo camera pair whighdsqudo be applied in human-
robot collaboration task. Stereo information is used in unreliable ToF datéspo generate a depth
map which is fused with the depth map from the ToF camera. Colour featuré tigkem into account.
On the other hand, nearly a decade after that ToF cameras emerged iimtduisteial trade [35], a new
type of 3D sensors (RGB-D sensors), which are fitted with a RGB camera 8D depth sensor, were
launched for non-commercial use [36]. The RGB-D sensor hasaesdvantages over ToF cameras
such as higher resolution, lower price, and the availability of depth andicoliformation. Hence, its
study and application have been objective of research work suclilahf® presents a review of Kinect-



based computer vision algorithms and applications. Several topics aenfedike preprocessing
tasks including a review of Kinect recalibration techniques, object trgakind recognition, and human
activity analysis. These authors propose in [38] an adaptive learnitigoad@ogy to extract spatio-
temporal features, simultaneously fusing the RGB and depth informatiordditian to this, a review
of several solutions to carry out information fusion of RGB-D data iseme=d. Also, a website for
downloading a dataset made of RGB and depth information for hand gesturgnition is introduced.
Related to active security system in industrial robotic environments, the tlse ldinect sensor is being
incorporated as it is shown in [39] where a real-time collision avoidanceoaphp based on this sensor
is presented.

3 Method for the fusion of colour and 3D information

The presented method for fusion of acquired information from a ToF Gaarat a colour camera has
a different standpoint from the ones proposed in the consulted pajessrding to papers that are not
related to active security in robotic industrial environments such as [2&]sphtial transformation is
performed establishing the ToF camera coordinate system as the refecamdinate system. Therefore,
if an object position in a world coordinate system wanted to be known, anc#fibration should be
done to establish the rotation matrix and translation vector that connected dmtfinate systems.
Nevertheless, in the present paper, this aspect has been consitlieeeefore, it was needed to define
a common coordinate system for an industrial robot, a colour camera, @H eamera, in order to
know at the same time 3D object location at the robot arm workspace andats éeature. According
to papers focusing on mixed reality applications as paper [29], the usguliseludes a CCD firewire
camera, a ToF camera, and a fisheye camera. After performing the tiatitaad establishing relative
transformations between the different cameras, a background modsewke eliminates the need for
chroma keying and also supports planning and alignment of virtual comtastgenerated allowing to
segment the actor from the scene. Paper [31] presents a survey dfasic measurement principles
of ToF cameras including, among other issues, camera calibration, range preprocessing, and
sensor fusion. Several studies which study different combinationglofriesolution cameras and lower-
resolution ToF cameras are mentioned.

In relation to the paper focused on active security, the most closely rétaten work is [32]. Though a
common world coordinate system for cameras and robot is also used, thedsethm to present certain
differences because a spatial transform function is identified in ordeafpthe image coordinates of
the 2D sensor to the corresponding coordinates of the PMD sensoeoMr saturated pixels errors
do not seem to have been considered. Here, the presented work althfferent standpoint since the
obtained parameters from the cameras calibration are used to transfguoir@loud given in the ToF
camera coordinate system to the world coordinate system, and finally, thieesbitaternal and external
parameters are used to achieve the reprojection of corrected 3D paostés (e error, saturated pixels,
and jump edge effect) into colour images.

With the aim of allowing any researcher to implement the proposed methodiohfasinformation
exactly like it that has been carried out at the present work, this papes g mathematical detailed
description of the steps involved in the proposed method.

In what follows, it is assumed that a 3D ToF camera and a colour camefaedeand placed over
the workspace of a robot arm and that the fields of view of both cameeasvarlapped. Also, it is
assumed that external temperature conditions are constant, and thatghetionetime parameter of the
3D ToF camera is automatically updated at each data acquisition. Image arat8Bam the scene
is captured and processed as described in the next sub-sectiongnéddsat the ToF camera has a
resolutionn, x n, and that the CCD camera has a resolutignx 7,,.



In what follows, vectors and matrices are denoted by Roman bold charéetg.x). The;jth element of
avectorx is denoted as;, element(s, k) of a matrixA is denoted asl; j, a super-index in parenthesis
(7) denotes a node within a range of distances, a sub-index within squaketsrauch as [i] denotes an
element of a set.

3.1 Reduction TOF range cameraerrors

The reduction of range camera errors is a fundamental step to achieaeptable fusion of colour
and 3D information. The existence of these errors cause the fusethatfon to have issues that range
from minor, such as border inaccuracy, to serious such as the losfoohation in saturated pixels
coordinates.

3.1.1 Distance error reduction

As it is well documented that ToF cameras suffer from a non-linear distarror, several experiments
have been developed in order to model and correct the distancearoinclar error) [35,40-43]. With
the purpose of decreasing the influence of this error in distance measie a procedure is described
below to correct the ToF distance values based on a study of the theédat@ithe camera. This study
requires a ToF camera to be positioned parallel to the floor, and a flat glalnght colour and low
reflectance, to be mounted on a robot arm. The panel position is also par#iie floor. The robot arm
allows to displace the panel along a distance range and ToF data atrdiflfestances can be captured.

The distance error analysis from the acquired data can be performed inays: a global analysis of
all the pixels without taking pixel position into account and an analysis whicbstanto account the
position of each pixel. The first analysis is easier to perform as it onlyiregja relatively small panel,
it is assumed that there is no error due to pixel localization and only a rédagen of the 3D ToF
data is analysed. The second analysis can be carried out to chechktéieliguof the assumption of
negligible error due to pixel localization of the first analysis. The secaatyais requires a larger panel,
as the distance image captured by the camera has to be based only on tHerpdifierent distances.
Both methods are described in the steps below.

1. Image capture Since distance measurements are influenced by the camera internal tenepera
a minimum time period is necessary to obtain stable measurements [43]. Aftentkescaarms
up, ToF information is captured at each of tRadifferent nodes in which the distance range
was divided. Each captured data is defined by an amplitude mAtok dimensionsi, x n,
and 3D information made up of three coordinates matrke¥, andZ, each one of dimensions

ng X ny. In order to generate a model of distance error, Fet) = {ng[)”, ng[)m, . ngjgN]}
of distance information in the axis is formed by capturingv images at each nodg with
j=1,..., P. Similarly, sets of distance information for training are defined foritlaedy axes,

which are denoted a¥") and ), respectively. In order to validate the model so obtained,

a setz,0) = {Zg?”, Zgﬁ?m, .. Zg[)M]} of distance information is also formed by capturihg
additional images at each nogewith j = 1,..., P. Similarly, sets of distance information for
validation are defined for the andy axes, which are denoted a5 and),,("), respectively.

In this article, the sets of informatiofi; and 2y, are also called’oF' distance images and are
defined asZ = {ZT(U, . ,ZT(P)}, andZ, = {Zv(l), . .,ZV(P)}.

2. Angle correction Correction angles are applied to the ToF information sets for eachraxis
andz, with the aim of compensating for any 2D angular deviation between thicthe plane of
the range camera and the plane defined by the floor. This 2D angulatiolevsadenoted by the



anglesf, andd,. This correction allows obtaining parameter values as if both camera aetl pan

were perfectly parallel.

Given anz axis distance imag&Xr of dimensionsn, x n,, define its sub-matrixx of
dimensionsy; x ng, wheren; < int(n,/2) andny < int(n,/2), as a matrix formed such that
its top left elementi; ; corresponds to elemetr; ; . Indexi. is chosen asnt(n,/2), and
index j. is chosen asnt(n,/2). Similarly, sub-matriceg andz are defined for axeg and z,
respectively. Define, y, andz as the column-wise vectorised forms of sub-matrikey, z,
each with dimensiom x 1, wheren = nino, with n as the number of pixels from the selected
area. This central region is taken from each ToF distance image to estindatemact the 2D
angle inclination between the panel and the ToF camera. Hence, for eagh megion, 3D
points are modified using the rotation matrideés andR.,

[ 1 0
Ry=1] 0 cosb,
0 sind,

cos 0,
Ry, = 0

| —sinf,

0
1

0
—sin @,
cos 0,

sin 0,

0

0 cosfy |

(1)

such that
G=Ry[xyz" (2)
whereG has dimension8 x n. The transformed image region for thecoordinate is obtained

from the rows ofG:
Z;C:G;g,k,k‘:l,...n 3)

and in this way, a vectat’ of dimensions: x 1 is defined.
A second rotation transformation is applied arounditais such that

H=Rx[xy 2]’ 4)
The transformed image region for theoordinate is obtained from the rowsHf.

EZZHgyk,k::L...n (5)
wherez” is of dimensiom x 1. Since the above rotation causes a displacement of the 3D points
along they axis, they vector is used to represent ToF information after angle correction.,Then
in this way, the 3D ToF vectors after angle correctionzarg, z’, each one of dimensionsx 1.

3. If the pixel position is not considered, then:

(a) Discrepancy curve calculation stagen order to test the angle correction effect over the
distance error, the same procedure is applied using data before andrafte correction.
However, the method is described using data after angle correction. eldwesl area is
used to calculate several parameters including the mean distance valuepalisy
distance value, and mean squared error (MSE). Define a set of distafier angle

correctionZ”() = {z’[’l(}j),z'[’z(]j), . .,Z'[’]%)} at each nodg, with j = 1... P. The mean

distance ToF over the selected area in all ToF distance im&jesat each node, is

calculated by means of:
N n

L=z ©)

1=1 k=1



(b)

where the resultind is a vector with dimension® x 1.

Defining L; as a distance value obtained by a laser distance meter at each (nemeeforth
this value is treated as ground truth), and a ve&tor [Lq,..., Lp]T, with dimensions

P x 1. Then, the discrepancy distance vectqr,is calculated as the difference between the
mean distance from the ToF camera after angle correcipand the ground truth vectdr:

ba=Z-1L (7)

In order to obtain correction values to be applied in new ToF distances imagasic

spline is used for fitting this discrepancy information for each distance. clibi& spline

is modelled as a function that passes through all the poiri,54) and at each interval
[Z;, Zj+1] and is expressed as a polynomial.

S(Z) :a0+a1(Z—Zj)+a2(Z—Zj)2+a3(Z—Zj)3 (8)

wherej = 1,..., P — 1. For each sub-interval, the coefficienis a1, a2, a3 are calculated
so that the curve passes through the pofits dq,) and(Z; 1, dq,+1) [44]. The resulting
spline, henceforth called théiscrepancy curve, allows to estimate the discrepancy
correction value, given a ToF distance.

Discrepancy correctionin order to reduce the errors in the distance estimates obtained from
the ToF information, the set of ToF distance images for validaggnis used to validate

the discrepancy curve. To this end, a vector of validation ToF distanceessrefter angle
correctionz,, (dimensiom: x 1) is defined and evaluated on the discrepancy curve to obtain
the vector of correction valugs (dimensionn x 1). Then, the corrected distance value for

a distance image after its angle correction is calculated as follows:

z=17,—C 9)

Define 2(0) = {é[(lj]), %g]), ,zfj/)[]} as a set of distances after discrepancy correction for
each nodg, with j = 1... P, the mean value after discrepancy correction for MheloF

distance images obtained at egamode is calculated as follows:

M n

o 1 (i

i=1 k=1

with j = 1... P and where the resultin@ is a vector with dimension® x 1.

In order to observe the effect that these corrections have over thi@Boints, the MSE
can be calculated before and after the discrepancy correction. Qeforieach node a
vector with the corresponding laser distance meter valfes = [L), ... L@]T with
dimensionn x 1 (treated here as ground truth), then the mean squared error at eath pix
and for nodej can be calculated as

N/
. 1 . .
MSE( = | > 120 v |2 (11)
=1
where|| . || is the euclidean normy’ is the number of ToF distance images uséds a

vector of ToF distance values that can be substituted by the angle cdrvecterz” of each
distance image, or by the discrepancy corrected vectidreach distance image, each one
with dimensionn x 1, and withj = 1,..., P. The set of MS%") values fork = 1,...,n
gives an indication of the planar distribution of the distance error for @aghodej. Then,



for a given nodgj, it is possible to average the mean square errors to obtain an indication of
the error depending on the node position

——() _ 1+ ()
MSEY — = ST MSE 12
S n; SEj (12)

4. If the position of each pixel is taken into account, then:

(@)

(b)

Discrepancy curves calculation stagé&lsing theN angle corrected ToF distance images
represented bg”, a discrepancy curve is calculated for each pixel at each distane nod
At this stage, usingV images at each nodg the mean value of each pixg| wherek =
1,...,n,is calculated as follows:

LS )
S _1(j
where the resultingv, whose elements are the valuBs;, is a matrix with dimensions
n x P.
Define a new matrid.” of dimensionn x P which is obtained by replicating times the
laser distances vectdr as follows:
(1) (P)
Lm e L[1]
L= ... ... .. (14)
(1) (P)
L] ]
Then, the discrepancy distance vecfgrfor all the j nodes is calculated for each pixel
k =1,...,n as the difference between the mean distance from the ToF camera after ang

correction,V, and the ground truth distance vecidt obtained using a laser distance meter:

L

5y =V —L” (15)

with d,, of dimensionn x P.

In order to obtaim correction values to be applied to any new ToF distances images, a cubic
spline is calculated to fit this discrepancy information along the distance fangach pixel.
The cubic spline is modelled at each pixelising Equation 8 and the data poi¥, 4,,).

Correction using a discrepancy curve at each pixelorder to reduce the errors in the ToF
distances images, the set of ToF distances images used to validate each discrepancy
curve at each pixel. To this end, each pikedf the validation vector after angle corrections
z! (dimensiom x 1) is evaluated on its discrepancy curve to obtain the vector of correction
valuesC, (dimensionn x 1). Then, the corrected distance vecto(dimensionn x 1) is
obtained using the expression

v=1z, —C, (16)
Define V1) = {6{{]),6[%), e v[%} as the set of distances after discrepancy correction,
where the mean value at each pikdbr eachj node is calculated as follows:
L =0
o o o J
Vi = 57 z; Ui (17)
withk=1,...,n,j=1,..., P, and where the resultinﬁ is a matrix with elementsofw

and dimensions x P of mean ToF distances values at each pixel for each node.
The mean squared error is obtained by means of Equation 11, \whisreeplaced by the
corrected values.



A comparison of the MSE values for discrepancy corrected and noeated measurements gives a
measure of improvement in accuracy due to the discrepancy correcfiora such improvement is
detected, then itis recommended to revise the experimental conditions as thiglmate the existence
of problems with the experiment.

3.1.2 Correcting the values of saturated pixels

Information from range cameras can be affected by pixel saturatioichvidrcaused by an excessive
reflectance of light over objects. Though its effect can be reduceanbgutomatic updated of the
integration time parameter of the ToF camera [31], in some circumstances likeegenpe of metal or
reflecting paints, this tool is not enough.

The saturation of range camera information affects the amplitude and distaloes returned by the
range camera. These values are very different from the remaining yaikees of the scene. The
proposed strategy to detect saturated pixels is based on this fact, andlgsisaof amplitude signal is
made. The method has two stages.

1. Looking for saturated pixelsAccording to [45], pixel saturation occurs when the amplitude values
are greater than a given threshold vajuehich depends on the camera being employed. Hence,
the amplitude image is searched for values greater or equal than this valukeirtmgenerate a
saturation binary maskI with ones at the positions of the saturated pixels and zeros elsewhere.
To be able to perform the correction on pixels located at the edges of the,irfegamplitude
and 3D information matrices are augmented by replicating rows and columnsdatdhe edges
of the matrix. Define as the number of rows and columnsAfto be replicated. Define the
upper rows ofA asB; ; = A, ;, such thafB is of dimensionp x n,, wherei = 1,...,p and

j=1,...,ny, and thep lower rows asB; ; = A,,—i+1,5, such thaB’ is of dimensiorp x n,,
wherei = 1,...,p, andj = 1,...,n,. Define the intermediate matrix as follows:
B
A=A (18)
B/

whereA is matrix of dimensior2p+n,, x ny. Then, define the lefi columns ofA angfj =A,;,
such thaB” is of dimensior2p+n, xp, wherei = 1,...,2p+n, andj = 1,...,pand thep right
columns asB3;’; = A; ,,,—;+1 such thaB" is of dimensior2p+n, x p, wherei = 1,..., 2p+n,
andj = 1,...,p. Then, the augmented amplitude matfixof dimension®p + n, x 2p + Ny IS
given by:

A=[B"AB"] (19)

To represent saturated pixelsAn the binary masBI matrix of dimension€p + n, x 2p + Ny,
is defined by

M;; = (20)
0 otherwhise
wherei =1,...,n, +2p,j=1,...,ny + 2p.
The setQ of index pairs indicating the positions of saturated pixels is defined as follows

Q:{m@ezxijﬂzl} (21)

whereZ =[1,...,n, +2p|, J = [1,...,ny + 2p].



2. Correction of saturated pixelsIn order to replace an incorrect value with the average of its
neighbours, the saturation binary mask is used to find the coordinateticdted values in the
amplitude and 3D matrices and to calculate the mean value of surroundlng fiaalisated values
are not taken into account in this calculation. Define a window- rﬂzig}( My pri1c—ptj—1,
withi =1,...2p+1andj = 1,...,2p + 1, of dimension®p + 1 x 2p + 1, whose center is
each saturated pixel with posmoim c) € Q. In order to calculate a new pixel value to replace
a saturated pixel value, define a window of amplitude valAe; A, —pt+i—1,c—ptj—1, With
i=1,...2p+1andj =1,...,2p+1, of dimension®p + 1 x 2p+ 1, whose center corresponds
to each saturated pixel with positidp + 1,p + 1). The new valueftm for each saturated pixel
(r,c) € Qis calculated as

1 2p+1 2p+1

=1

With the aim of selecting and replacing values in the amplitude/3D information matficese 2
shows an example of the movement of a search window obtained from thig bataration mask.

Define (X,Y) as the initial ToF dataz as the distance TOF data after discrepancy correction,
and using the index seD of amplitude saturated values, a similar procedure to correct the
corresponding values of these matrices is applied, obtaining matﬁh@if, Z), as these values
are affected by the amplitude saturation. Once saturated pixels aretedrrat matrices are
resized to their initial dimensions by removing the rows and columns previodslgda which
results in matriceX’,Y’, Z’, andA’.

Figure 2 Mask for saturated pixel reduction. Example of using mask for saturation pixel reduction.

3.1.3 Jump edge reduction

Another error that may affect the 3D data from a range camera is kneyunrg edge This error
produces spurious pixels which are 3D inaccurate measures of thecezsd. In order to reduce this
effect, the use of a median filter followed by a jump edge filter based on a heéghbourhood is
proposed in [46]. Other solutions which implement non-local means filtedge-elirected re-sampling
techniques are enumerated in paper [31]. In the present work, thef @8ketechniques applied to 3D
points is proposed to prevent border inaccuracy in fused informatioaditionally, the technique of
morphological gradient is used in grey scale images to emphasize transitigiey devels [47,48]. In
this work, only distance values from 3D data are used, generating aalistange. With the objective
of finding pixels suffering from this effect, the morphological gradiemgkulated, using the following
expression [48]:

=(feS) - (f®S) (23)

whereg is of dimensionn, x n,, f is a ToF distance matrix of same dimensiongasS is a3 x 3
generalised dilation or erosion mask, ahdnd® are dilation and erosion operations, respectively.

A threshold value to discriminate non-desirable pixels from the remainingisriieen searched. With
this aim, the distance imaggis transformed into a new distance ima@ewith values ranging from 0
to 255, by means of the following transformation:

G = 255 (g/ max (g)) (24)

After that, the histogram df is calculated and then smoothed by means of a Butterworth filter. Finally,

a threshold value is defined by searching along the smoothed histogram for the first minimum to the



right of the first maximum. A new distance matfikis generated by forcing to zero spurious pixels
which are found and keeping the same distance values for the remainifgy pixe

0 if Gijj > n
fz‘l,j = (25)
fij otherwise

When performing the fusion of ToF and colour information, jump edge ia@uds carried out after
scaling up the ToF information, as discussed below.

3.2 Colour and 3D information fusion

Information fusion from a standard CCD camera and a ToF camera allovgintinéianeous use of 3D
and colour information. This can be achieved by means of the reprojedti8D doF points into a
colour image. In an active security system, moving objects, such as rattisuanans, have to be
detected to prevent possible collisions between them. To obtain informatian tiese objects and
develop the algorithms that make it possible to avoid collisions, the foregmetedtion is carried out
in such way that the fused information is obtained only through those pixedsifidal previously as
foreground pixels. The foreground object detection in a scene iedavut using 2D techniques over
3D ToF points, and subsequently, colour and 3D information from forewt objects is fused.

3.2.1 3D information analysis for detecting foreground objects

Background subtraction methods for detecting moving objects have beposed, analysed, and
employed to locate object motion in a 2D image sequence [49-51]. In this vi@rkhe purpose of
motion detection in 3D point cloud, and considering that ToF camera is statid]wmnination changes
do not affect the acquired 3D points, the background subtraction iteehrhas been considered
suitable to be adapted and applied to three-dimensional information. Therefver performing
distance and saturated pixel correction, a background subtractiondriebed on the reference image
model is adapted to be used in a 3D point cloud. The goal is to discriminate tteepstd of the 3D
scene from the moving objects, so an offline background referencesil@agis calculated as the

average image during a time perigd = 1,...,t. Define a set oft ToF distance images after
discrepancy and pixel saturation correction captured in a time pefigd such that
z'={7!.,Z,,...,Z}}, then, the background reference image is calculated as

t n
Br o3> 7, 26)

1=1 k=1

wheren is the number of pixels in each ToF distance image. With the aim of detecting piatkshibw
motion, the difference imagé/, between the reference and a current imzgés calculated as :

@ =IBr —Z 27)
where| - | indicates an element-wise absolute value operation.

Foreground detection is performed in those pixels whose distance Zgluexceeds a threshold value,
Ty, which results in a binary imag#). In order to automatically determiri,, the distance matrig/,

is processed as if it was 2D information by means of Equation 24, whereeplaced byZ;, resulting
in a grey scale imag&’. Then, the calculation of the smoothed histogranGdfand the search for
threshold value are carried out in a similar way as presented in the ‘Juregredigction’ section. The



binarisation process to detect pixels that show motion is given by

1 if G'>T,
Z, (28)

0 otherwise

In the resulting binary image, isolated pixels are removed using morpholagieedtions (dilation, hole
filling, and erosion). This enhanced binary image is used as a mask o@D theints ofZ’ to set the
maximum value to the coordinate of 3D points whose coordinates in the binarg iatagconsidered
as background (0 value) and to leave as feahlues those 3D points whose coordinates in the binary
image are considered as foreground (1 value), then a new ToF distetide Z” is obtained. Figure 3
illustrates this method for the background and foreground 3D value assigrand selection.

Figure 3 Selection of foreground Z values. Method for the background and foreground 3D
assignment and selection using a binary image obtained by using the imagacefmethod.

3.2.2 Reprojection of 3D ToF information into a colour image

With the aim of giving additional colour information to the 3D foreground popreviously detected,
the reprojection of these points into a colour image was carried out. Usingrcata amplitude
images, both cameras are calibrated with respect to the world coordinate. fidince both cameras
can be represented by the pinhole camera model [42,52], a tool sucle &athera Calibration
Toolbox for Matlab[53] can be used to extract internal and external parameters for laotleras.
External parameters are used to transform 3D ToF information given icatinera coordinate system
into the world coordinate system. On the other hand, internal an exterrenpters are used to
reproject 3D information into colour images. Hence, based on calibratioereetheory [48,54,55] and
after the range camera error reduction, the reprojection process liechpwer the corrected and
transformed 3D points following the transformations described below.

The transformation of ToF information after discrepancy and saturatioeam®mns and foreground
detection from world frame coordinateR,, = [X',Y’,Z”]T to camera frame coordinates
P. = [X., Y., Z]" is given by

P.=RP,+T (29)

where extrinsic parameters are expressed by3tke3 rotation matrixR and by thel x 3 translation
vectorT.

Frequently, standard CCD colour cameras have a higher resolution #mge cameras, so the
reprojection of 3D points does not have a one-to-one equivalenceeithe ToF information is scaled
up by bilinear interpolation. In addition to this, as only information of foregb3D points will be
extracted, the automatic thresholding process is applied to the 3D @jntsorder to remove those
points classified as background, which results in a new 3D point dtjud [X’ Y/ Z/]T.

Image coordinates are affected by tangential and radial distortionseféher the models of this
systematic distortions are added to the pinhole model following the method ppo$55]. The
transformation between a three-dimensional coordinate frame and the imagknate frame without
distortion(x.,, v,,) is given by
Ty = fXé/Zé
Yu = f}/c//Zé

where the intrinsic parametgris the focal length in millimetres.

(30)



The relation between image coordinates With, y;) and without distortion(x,,, y,,), considering the
radial D("), and tangentiaD(*) distortions are defined by pinhole model as

—

t

T)—I—D ):l‘d

Ty + D (
DI 1 DO (5D
Yu + Dy + Dy = Yd
The transformation between distorted image coordinates to pixel coordisafigsn by
U ky s g Tq
v | =10 k, v Yd (32)
1 0 0 1 1

where the intrinsic parametets, and k,, are the number of pixels per millimetre (horizontally and
vertically, respectively)s is the skew factor whose value is usually zero in most cameras;gnd, )
are the coordinates of the centre of projection.

After obtaining the pixel coordinates, v) of the 3D foreground points, these values are adjusted into
pixel values by rounding them to the nearest integer to the values obt&ugtdermore, as the captured
area by both cameras (ToF and colour camera) is not exactly the sanis,ipiren-common areas are
eliminated. A diagram which illustrates the proposed method is shown in Figure 4.

Figure 4 Proposed method for fusion 3D ToF and colour information. Stages proposed to achieve
the 3D ToF and colour information fusion.

4 Experiments
4.1 Experimental setting

In this article, a method for the fusion of colour and 3D information that is sSkgitfln active security
systems in industrial robotic environments is presented. To verify the pedpmethods, a colour
camera, AXIS 205, and a range camera, SR4000, have been locatetheworkspace of the robot
arm FANUC ARC MATE 100iBe. The AXIS 205 Network Camera used hassalution of 646480
pixels and a pixel size of 5.083.81 mm. The SR4000 range camera has a resolution ok 14®
pixels and a pixel size of 4040 um. This camera has a modulation frequency of 29/20/31 Mhz and a
detection range from 0.1 to 5 m.

4.2 Cameracalibration

This initial stage is intended to obtain extrinsic and intrinsic parameters frontahdaad CCD camera
and ToF camera by means of a calibration process using a common refénane.

4.3 Reduction of distance error

To correct for any misalignment between the range camera and the expetlipanel employed, the
angular deviations in andy coordinates have been estimated and their effects have been corrected.
Figure 5 shows the effect of the angle and displacement correctionsDnpaiBt cloud. Discrepancy
curves which do not take into account pixel position have been calcutefedte and after angular
correction. These curves are shown in Figure 6. It can be seen ¢hdistnce error is a function of the
measured distance, and discrepancies values show a small improveteetiteafingle correction, as it

was expected.



Figure 5 3D point cloud before and after angle correction. Initial 3D point cloud before and after
angle correction. 3D point cloud are presentethinz) coordinates and ify, z) coordinates.

Figure 6 Discrepancy curve. Original discrepancy values are shown in blue, discrepancy valters af
angle correction are presented in magenta, and discrepancy valiesToFdistance images, after
discrepancy correction are shown in green. Dots are data obtaimedhecexperiment; lines are splines
fitted at these points.

To take into account the effect of pixel position in the distance error, @apancy curve has been
generated for each pixel. These curves are tested by using tBg setinput, resulting in a correction
value to be applied at each pixel. Figure 6 shows in green colour the plisaye values after the
correction with a cubic spline for each pixel.

The results indicate that the improvement achieved using a discrepaney atueach pixel is almost
imperceptible, which can be explained by the selected area being too smakmtned in the middle
of the image, so the influence of the pixel position is very low. To check theendle of pixel position
on the distance error, a larger area has been selected from a reskiceidimages taken fronz, .
Figure 7a shows the MSE before these corrections, while the MSE aftgepéscy correction using
the same discrepancy curve at each pixel is shown in Figure 7b. liecaedn that there is a reduction in
the MSE over the selected area. However, the distance error is notfjustteon of the distance value
but also it depends on the location of the pixel, as can be observedediitsrobtained using a different
discrepancy curve at each pixel (Figure 7c) suggest that this kikdroéction leads to better results.
Hence, a discrepancy correction which takes into account pixel positidmlistance value is suggested
for future work.

Figure 7 Mean square error. (@) View of initial MSE from each pixel before angle and discrepancy
correction error.(b) View of MSE from each pixel after angle and discrepancy error ctioe. (c)
View of MSE from each pixel after angle and discrepancy error ctioe taking into account position
and distance of each pixel.

Since as a result of using the larger area, there is incomplete informatiantakwhole of the distance
range, a discrepancy curve which does not take into account pisélguois used in the experiment.
Then, the discrepancy curve calculated after angle correction is tegtesiriy a ToF distance image
from a real scene where data from a human and a robot arm areexjaiudl used as input, resulting
in a correction value to be applied at each pixel. Figure 8a shows in redrdble discrepancy values
selected to use in discrepancy correction together with the generatedplibé&cshowed in cyan colour.
In order to verify the effect of applying the distance correction, the irdiapoint cloud and the results
after applying the distance correction are shown the in Figure 8b.

Figure 8 Discrepancy curve applied over 3D information. (a) Selected values from the discrepancy
curve are shown(b) 3D point cloud before and after discrepancy correction are presantdue and
red, respectively.

4.4 Valuecorrection of saturated pixels

A real scene in which a human and a robot arm appear is used to illustrgbeoihesed methods of
error corrections and the fusion of 3D and colour information. The vatuesction of saturated pixels
in ToF information captured from this real scene has been carried ous. ekample of the effect of



saturation is illustrated in Figure 9a which shows an amplitude image in whicheseegurated pixels
are located on an area of the robot arm. These high values do not all@wrtieet visualization of the
scene. Figure 9b shows the effect of saturated information over 3Dvii@t@ saturation produces pixels
with zero coordinate values. According to [45], pixel saturation ocadrsn the amplitude values are
greater than 20,000, so this value has been used as threshold in EqOa#dteRapplying the proposed
method to saturated pixels using this threshold value, Figure 10a shows tlow@mant achieved with
this correction, allowing the view of the total scene. Figure 10b shows 3f@im which pixels with
zero coordinate values have been corrected.

Figure 9 Pixel saturation in ToF image. (a) An amplitude ToF image from a scene in an industrial
robot environment is presented which contains saturated pixels shoed.iffinese saturated pixels are
caused by metallic reflections on the robot afi). The 3D ToF points scene is shown which contains
saturated pixels whose 3D values aig)( 0) and are indicated by red circles.

Figure 10 Pixel saturation in 3D ToF points. (@) The same amplitude ToF image is presented after
pixel saturation reductior(b) 3D ToF points after pixel saturation reduction.

4.5 3D analysisfor detecting foreground objects and coor dinate frame transfor mation

To illustrate the detection of foreground objects using 3D ToF informatiorpale&ground subtraction
method based on the reference image model has been used. Figurewsa3Ehinformation with a
generated reference matrix with values. Figure 11b shows three-dimensional information resulting
from subtracting the reference distance matrix from the real scene cistaatrix, in which positive
values indicate possible motion points. In order to take into account onlgrfmred 3D points, an
automatic thresholding process and the proposed method for the backgnod foreground 3D values
assignment and selection have been applied using Equation 28. After thatptlified 3D points are
shown in red in Figure 12, whereas the initial 3D points are shown in cylanircdt can observed that
in the modified 3D points, all background points have edlghlues. However, as the points of interest
are the foreground points, the background points are not taken inbaigtctherefore, the final scene
3D representation is not affected by those eduiablues. After coordinate frame transformation using
Equation 30, and another automatic thresholding process to remove posg#iethas background,
the result achieved in this example is shown in Figure 13, where the famegjrobject detected is
represented in the world coordinate system.

Figure 11 Foreground detection of 3D points expressed in ToF camera frame. (a) Background
reference matriB’- to be used in foreground detection of 3D ToF poinfis) Value absolute of the
difference imagéZ/, between the referencB, and a current imaga...

Figure 12 Foreground and background Z values from ToF points in ToF camera frame.
Background distance modification of distance values. View of axis

Figure 13 Foreground and background 3D points detection in world reference frame. (a) View of
axisx,y,z. (b) View of axisz, z.

4.6 Resolution increase

As the standard CCD camera employed provides a colour image which hasrgigletion ¢80 x 640)
than the 3D ToF informationl{{6 x 144) provided by the range camera, the reprojection of 3D points



does not have a one-to-one equivalence. Then, ToF matrices dimgihsie& been scaled up using a
bilinear interpolation and reprojected to the colour image using Equations 20 to 3

4.7 Jump edge reduction

With the aim to compare some usual edge filters and the morphological filteriuglkd detecting
edge jump effect, ToF information from the scene, after interpolation of @Btg, has been processed.
Figure 14a shows the results achieved using a Sobel filter in distance Wadoe 3D information, and
Figure 14b shows the results obtained using the morphological filter in déstatoes, obtained by
using Equation 23 and establishing a dilation and erosion r8askfollows

010
S=]111 (33)
010
It can be observed that the edges found by applying the Sobel filtarcareontinuous and also are

narrower than the edges found by morphological filter, so using this, ofitis¢ spurious pixels can be
detected and removed from the 3D ToF points.

Figure 14 Strategy for jump edgeerror reduction. (a) View of Sobel filter used on theinformation.
The edges found are not suitable as they are not continuous andritg\gethickness of one pixe(b)
View of morphological gradient used oninformation. The edges found are continuous and have
thickness of several pixels, which allows jump edge reduction.

In order to smooth the histogram of the gray scale distance image, a fistlongess Butterworth
filter with normalized cutoff frequency value of 0.5 is used. As an exampth@fpplication of the
proposed method for the jump edge reduction, Figure 15a shows thesppriels produced in the
object contours by the jump edge effect and Figure 15b shows the 3D pdiatsthe reduction of
spurious pixels by the proposed method. Although not all spurious pieeis been eliminated, the
results show a significant improvement in the reduction of this effect aseghtism have been detected
and eliminated.

Figure 15 View of of jump edge error in 3D ToF points. (a) View of 3D ToF points from the scene
presented in Figure 9 in which jump edge effect appga)sview of the same 3D scene in which jump
edge has been reduced using the morphological gradient operation.

4.8 Rreprojection of 3D foreground pointsinto colour images

In order to obtain a matrix that contains 3D and 2D information, using the ctiibrparameters of
the cameras, the reprojection of 3D foreground points into a colour imagkd®n carried out. Then,
the reprojected points are adjusted into pixel values and those that arenortttommon area of both
cameras are removed. A selection mask is generated by using the resuléisg aid this mask is used
to select the coincident coordinates of the colour pixels. This method magessible to achieve a
colour segmentation based on 3D information and to have 2D and 3D informatéoringle matrix.
Figure 16 shows foreground segmentation in the colour image basedegrdond detection of 3D
points in the world coordinate system.

Figure 16 Foreground segmentation in colour images based on foreground detection of 3D points.




5 Discussion

The aim of this work is to achieve the fusion of colour and 3D ToF informatioorder to apply it in
active security tasks for industrial robotic environments, so given tbedawates of a 3D point, this
fusion allows knowing colour information and 3D position in a common world dioaite system to
both cameras and the robot arm, at the same time.

After obtaining intrinsic and extrinsic parameters by a calibration processpritposed method of
distance error reduction improves the distance measurement valueseauwthitved effect in the scene
can be observed after the application of the information fusion method. drhection curves obtained
are consistent with curves reported by other authors such as [41dlsmaonsistent with the use of
cubic splines in order to approach and correct the distance errar T4 consistence occurs despite
some differences in experimental setup, such as a reduced rangesaframaant, different ToF camera
models, target material, and camera configuration parameters.

As a second stage, saturation error correction must be performedthgaiein industrial environments,
certain materials such as metal or reflecting paints are often presentraptbdaice saturated pixels in
the range camera information. The results obtained show that this method wellkas it allows the
correct visualization of the amplitude image, and more importantly, it correktsvaf saturated pixels
of 3D points. If these points have incorrect values, the reprojectior stagld fail in these positions,
as the 3D values would be reprojected as 0, and so its 2D information wolddtbe

In order to detect foreground objects, the reference image technppiecto 3D data, after error
corrections, has been used and presented as a simple and fast meittogields acceptable results.
The 3D points of foreground objects are correctly identified and onlyddése positives are detected
which can be removed easily using 2D image morphological operationsitidnadly, this technique

is used in colour and grey scale images, but illumination variations result enffaleground detection.
The advantage of using ToF information is that it has a more stable behawitlugse illumination
conditions. In addition, this technique has a short computational time, whiah iim@ortant factor

in order to be develop a suitable strategy for active security of roboticstridlenvironments. Then,
using extrinsic parameters, the transformation of foreground 3D poinits fine camera to the world
reference frame is carried out and scaled up by bilinear interpolatioa.pidposed method of jump
edge reduction, applied to the resulting distance points, minimises false positidefalse negatives
around an object edge which arise in the pixel reprojection process@ssaquence of the presence of
spurious pixels that do not have correct 3D values. The achievatisean be considered acceptable
since most spurious pixels are removed without changing the object,sdragh¢herefore, a softer 3D
point reprojection over objects edges in colour images is achieved.

Finally, the reprojection of the resulting 3D points to the colour image is perfbriNevertheless, as
can be seen in Figure 16, this reprojection is not perfect, since in spitevofdhapplied distance error
reduction, the position of the pixels in the image has not been taken into dcandra single correction
value is applied which is a function of the measurement distance but not pixéleposition in the
image.

6 Conclusions

This paper aims to contribute to the research area of active security systendustrial robotic
environments using ToF cameras.

Despite the fact that active security in robotic industrial environments is Istugied topic, few
previously published methods have dealt with this subject using the combingifortameras and



colour cameras. The paper describes the development of methods fositire of colour and 3D ToF
information as an initial step in the design of a system for collision preventibmele® human and
manipulator robot sharing a workspace at the same time. Furthermore, ttkiprewides a detailed
mathematical description of the steps involved in the proposed method, sonthagésearcher can
implement it.

The presented method has a different standpoint from the methods ysigviproposed in the
literature, since a common coordinate system is defined for a robot arnyrammera and ToF
camera. The obtained calibration parameters are used to transform tr@r@®fppm the ToF camera
coordinate system into the defined common coordinate system, which acgecded in 2D colour
images. This procedure has the advantage that it gives a single matrix rhactdoor and
three-dimensional information; therefore, 3D coordinates of objectsarbigl robot arm’s workspace
are known at the same time as their colour information. In addition to this, th@gedpmethod for
jump edge error detection, which is based on morphological gradient, atlosvsletection and
reduction of jump edge error at points which are affected by this errdso,An order to obtain a
suitable fusion of information, a method for detection and reduction of satlpaxels, which is based
on neighbour pixels information, has been proposed.

As future work, in order to improve the accuracy of fused information, aification of the applied
distance correction method is suggested. A preliminary study carried oud wittall range of distances
shows the influence of the pixel position in the distance measurements. ,lesggestion for future
work is to modify the error correction so that it takes into account the posifithe 3D point (measured
distance and pixel location).

A possible application to prevent collisions between an industrial roboadngman would be to use
colour information to characterise the detected foreground objects ars$aciate a security volume
around each object.
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