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Abstract. We investigate the initialisation of North- 1 Introduction
ern Hemisphere sea ice in the global climate model
ECHAMS/MPI-OM by assimilating sea-ice concentration For skillful seasonal to decadal predictions, good ini-

data. The anaIyS|§ updates fo_r conceptratlon are given b)(ial conditions of atmosphere—ocean global climate models
Newtonian relaxation, and we discuss different ways of SpeC'AOGCMs) are of paramount importance. So far, global pre-

ifying the analysis updates for mean thickness. Because th iction studies have been restricted to the initialisation of

conservation of mean ice thickness or actual ice thickness{:he oceanic and atmospheric state (eSgith et al, 2007
in the analy;is updates leads tg poor assimilation IC)erfor'Pohlmann et al.2009. However, slow surface [r)roces:ses
mance, we introduce a prpportlonal dep_endence betwe.enmight constitute a substantial source of untapped predictabil-
concentration and mean thickness analysis updates. Assin)

ilation with these proportional mean-thickness analysis u _ify (Hurrell et al, 2009 Shepherd et 31201, One of the
proportiona ys P most important of these surface processes is arguably the
dates leads to good assimilation performance for sea-ice con-

. ) S . . . existence of sea ice at high latitudétolland et al.(2010
centration and thickness, both in identical-twin experiments .
- . . ; . —andBlanchard-Wrigglesworth et 8120118 have shown that
and when assimilating sea-ice observations. The simulatio

: . . . "Arctic sea ice has inherent predictability of up to two years.
of other Arctic surface fields in the coupled model is, how- Moreover, anomalies in Arctic sea ice can have an influ-

ever, not 5|gn|f|captly improved by the a s§|mllat|on. Toun ence far beyond the Arctic by changing the large-scale at-
derstand the physical aspects of assimilation errors, we con- o : ;
. X ) mospheric circulationHonda et al.2009 Budikova 2009

struct a simple prognostic model of the sea-ice thermody- . . .
. . o Francis and Vavrys2012 and the oceanic thermohaline
namics, and analyse its response to the assimilation. We. : ' '
' . : . . Circulation Koenigk et al, 2006 Levermann et a).2007).
find that an adjustment of mean ice thickness in the analy- S L . .
. . Hence, the initialisation of sea ice in an AOGCM with suit-

To understand the statistical aspects of assimilation errors%ble data assimilation techniques is an important step to-

P . Wwards more skillful seasonal to decadal predictions. Here,

we study the model background error covariance between . . L ; -

. . . . , e investigate data assimilation techniques for the initial-
ice concentration and ice thickness. We find that the spatial__.. . L

) . isation of Northern Hemisphere sea ice in the AOGCM

structure of covariances is best represented by the propor=

tional mean-thickness analysis updates. Both physical angCHAMSIMPI'OM'
_ . y pdates. Py For climate studies, the most important parameters of sea
statistical evidence supports the experimental finding that as-

S . . : ice are the sea-ice concentration, which is the fraction of sur-
similation with proportional mean-thickness updates outper- . . .
: face area covered by sea ice, and the sea-ice mean thickness,
forms the other two methods considered. The method de- ,." ; .
. . . . . which is the volume of sea ice present per surface area. While
scribed here is very simple to implement, and gives result

- L o sthe observational record of ice concentration in the Arctic
that are sufficiently good to be used for initialising sea ice in.

a global climate model for seasonal to decadal predictions. dense in space and time, and relatively refiable since the
9 P "late 1970’s, observations for ice thickness are sparse. Hence,
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20 S. Tietsche et al.: Sea-ice concentration assimilation in an AOGCM

sea-ice data assimilation suffers from a large uncertaintyis 40 min, the time step of the ocean and sea-ice models is
about the true thickness. Initial conditions derived from the 144 min. The ocean and atmosphere exchange surface fields
assimilation inherit this uncertainty, which in turn severely once a day before the first time step. The model setup is a
limits the reliability of sea-ice predictions. coarse-resolution version of the IPCC-AR4 model described

Previous studies have demonstrated that the assimilatioby Jungclaus et a{2006.
of observed sea-ice concentration in ice—ocean models im-
proves the simulated concentratiohisgeter et al. 2003 2.2 The sea-ice model
Lindsay and Zhang200§ Stark et al. 2008. However, the
improvement in ice thickness is not straightforward, an
Duliere and Fichefd2007) emphasised that the assimilation
can easily deteriorate the model performance if inappropriat
assimilation techniques are chosen.

These findings from ice concentrgtion assimilatiqq inice—g B =V - (hmv) + Si 1)
ocean models forced by atmospheric surface conditions can-
not be directly transferred to ice-concentration assimilation
in AOGCMs, because in AOGCMs the atmospheric surface
conditions are not necessarily consistent with the assimilatedtC =V - (Cv) + Sc @)
sea-ice state. Rather, they develop interactively from large-
scale dynamics and from local interaction with the sea-ice
state. This makes the impact of ice-concentration assimilag,y = — f (k x v) — gV¢ + Ta + To
tion on ice thickness less obvious than in ice—ocean models pihm - pilm

and calls for dedicated studies on sea-ice data assimilatioffhe divergence terms on the right-hand side of Etjsaad
in an AOGCM. To our knowledge, the only such published (2) describe the redistribution of ice volume and concentra-
study is bySaha et al(2010, who did not describe the im-  tjon by advection with ice velocity. S, andS¢ are the ther-
pact of the ice concentration assimilation on ice thickness. modynamic sources of mean thickness and concentration, re-
Here, we assimilate observations of Northern Hemispherespectively, which describe local melting and freezing. The
sea-ice concentration and compare different methods ofhange of ice velocity = (vy, vy) is determined by the mo-
prescribing changes in mean ice thickness associated withentum balance of Eq3), where f is the Coriolis parame-
changes in ice concentration during the assimilation step. Weer, k the vertical unit vectorg the Earth’s gravitational ac-
systematically assess the assimilation performance both fogeleration; the sea-surface height above sea-lewehe ice
concentration and thickness, and use conceptual argumenifensity, ,/, the stress of wind from above and of ocean cur-
to explain the differences in assimilation performance. rent from below, ana the sea-ice internal stress tensor. The
The rest of the paper is organised as follows: SEct. terms on the right-hand side of E®) from left to right cor-
describes the global climate model used for this study, inrespond to forces that originate in the Coriolis effect, the tilt
particular the sea-ice component. Sect®introduces the  of the sea-surface, the drag from atmosphere and ocean, and
sea-ice data assimilation methods which we use to investiinternal sea-ice stresses.
gate feasibility of sea-ice data assimilation. The assimilation These equations are based on the model assumption that
performance is evaluated first in identical-twin experimentsyithin a grid cell, a fractiorC of the area is covered by thick
(Sect4) and then with actual observations of sea-ice concenice with the constant actual thicknelss and the remaining

tration (Sect5). Section6.1uses both a simple model and an fraction 1 C of the area is open water. The actual thickness
AOGCM case study to develop a conceptual understanding,, is connected to the mean ice thicknégsby

of assimilation errors, while Sed@.2 analyses the model er-
ror statistics. Sectioid presents conclusions. hm = Cht. 4)

¢ The sea-ice model in ECHAMS5/MPI-OM is based bin
bler 11l (1979 andSemtne(1976. It consists of three prog-
dostic equations for the mean ice thicknésgx, y, r), the
ice concentratior® (x, y, t), and the ice velocity(x, y, 7):

+V-.o. 3)

It is further assumed that the sea-water in a grid cell that
contains sea ice is always at a representative sea-water freez-
ing temperature 0f1.9°C. Thus, any heat flux imbalance
over either the ice-covered or the open-water part of the grid
cell is immediately converted into ice growth or melt, and so

Our AOGCM consists of the atmosphere Componemthethermodynamicsourceofmean ice thickness in Bgs(

ECHAMS5 (Roeckner et al.2003 with a T31 horizontal given by:

resolution and 19 vertical Ievels., and theipcean component, _ coi 1 (1— C)gu. (5)
MPI-OM (Marsland et a].2003 with a curvilinear grid that

has a horizontal resolution of 50-200 km in the Arctic and The two different growth rateg; for the ice-covered part of
40 vertical levels. The time step of the atmosphere modethe grid cell andg,, for the open-water part, are calculated

2 The coupled global climate model

2.1 The atmosphere and ocean models

Ocean Sci., 9, 1936, 2013 WWw.ocean-sci.net/9/19/2013/



S. Tietsche et al.: Sea-ice concentration assimilation in an AOGCM 21

from the surface energy balance of the coupled model, asWe perform long assimilation runs for the period 1979-2007,
suming a linear temperature profile within the i@efntner  spanning almost the entire satellite observational record of
1976. Northern Hemisphere sea-ice concentration. We primarily
The thermodynamic source term for ice concentraipn  consider the global performance of sea-ice data assimilation,
is parametrised in terms of the ice growth rates according taaveraged over different regions and different years, rather

Hibler 11l (1979: than focus on specific case studies. On the one hand, this
complicates the attribution of failure or success of a method

Sc =0 (gw) 8w 1-C)+0 (=S LSh, (6)  to physical causes, since we 'd.eal with the average over a
ho 2hm plethora of different local conditions. On the other hand, we

can verify that there are no spurious drifts in the AOGCM

ith ® the Heavisi tep function (i. =1if x>
with © the Heaviside step function (i.€)(x) It x =20, induced by the sea-ice data assimilation and that the perfor-

®(x) =0 if x <0). The first term on the right-hand side of is robust f climati diti
Eq. (6) is active when new ice forms from open water; the Mance 1S robust over a range of climatic conditions.

parameteho = 0.5m is chosen such that open water freezesC In tt.he I%Igowwllg, we use tg? notatu;n d?iouttrt:er an(;:i |
over within a few days if there is strong ice growth. The ourtier (1999. For any variabler, we denote the mode

b
second term approximates the decrease in ice concentratiotﬁackground state by" and the observed state bf. Every

when thick ice melts, assuming that the thickness of the jcd/Me an assimilation step is performed, the departure of the

b .
floe is distributed linearly between 0 and;2A critical dis- moddelled ste?ecmfrqm the O?Sgi\r/]e? dstatxé’(;s calf[:#lat(;ad,
cussion of Eq.§) is provided byMellor and Kanthg1989. and a correctiom.x 1S computed that depends on this depar-
ture. The correctior x is called the analysis update, and the
corrected state? = xP 4+ Ax is called the analysis.

3 Sea-ice data assimilation approach ) ) _
3.1 Analysis updates of ice concentration

In this study, we utilise daily data of Arctic sea-ice concen- ] )

tration. In Sect4, these data are derived from model output, We obtain the analysed sea-ice concentragiSonce a day
whereas in Sect they are derived from satellite observa- PY correcting the model background concentrat[&wwnh
tions. For the concentration analysis updates, we choose hef @nalysis updataC that corresponds to Newtonian relax-
the simplest possible approach: the Newtonian relaxation ofition towards observed values:

the mode_l state towar_ds obs_ervatioh:mgsay and_Zhan,g C?=CP 4+ AC with AC = Ky <Co _ Cb). @)
2006. This approach is feasible here since sea-ice concen-

tration observations are both dense and relatively reliableThe scalar constary determines the strength of the anal-
The analysis updates of other sea ice-related variables likgsjs update. This approach is akin to data assimilation by
mean ice thickness, sea-surface temperature and sea-surfaggdging, where the same analysis update would be applied
salinity are derived from the concentration analysis updatest each time step of the model. For all our experiments, we
as described in Sect3.2and3.3 chooseKy = 0.1. Without model interaction, the analysis
We remind the reader that Newtonian relaxation is the sim-ypdate in Eq.7) with Ky = 0.1 applied once a day leads to
plest conceivable data assimilation scheme. It does not aahe exponential relaxation of an initial departure of the model
count for spatial correlation in model and observations; norhackground state from the observation on a relaxation time
does it account for multivariate covariances, unless they argcale ofTz = 10 days. Thus, the time scale of the assimila-
explicitly prescribed. Therefore, the state estimates obtaine¢ion matches the time scale on which large-scale changes in

by this simple method should always be critically evaluated.sea ice can occur. Sectién2 discusses further implications
For an overview of state-of-the-art data assimilation tech-of the choice ofKy.

nigues, which in general provide far more consistent state es-

timates, see for instandéalnay (2003. Nevertheless, there 3.2 Analysis updates of mean ice thickness

is one major advantage of the Newtonian Relaxation: its im-

plementational complexity and computational costs are or-WWe consider analysis updates of mean ice thicknesas a

ders of magnitude smaller than those of more complex methfunction of analysis updates of ice concentration:

ods. If this simple approach delivers a state estimate thatisa _ ;b ; _

good enough for the application at hand, we argue thatitcan™ — fim+ Ahm With Alm = [ (AC). ®

be a very useful alternative to full-fledged assimilation meth- Our motivation to follow this approach is twofold: (i) reli-

ods. In our case, the application is the initialisation of seaable and dense satellite observations of mean ice thickness

ice in a global climate model for seasonal to decadal climateare not available to date, and (ii) anomalies in ice concen-

predictions. There, the usefulness of the initialisation can bearation and mean ice thickness are correlatgdagter et al.

easily inferred from the change in predictive skill that it pro- 2003 Zhang 2010. By choosingf so that it approximates

vides. these correlations, we can try to estimate the mean thickness
from observation of sea-ice concentration alone.

WwWw.ocean-sci.net/9/19/2013/ Ocean Sci., 9, B8-2013



22 S. Tietsche et al.: Sea-ice concentration assimilation in an AOGCM

It is to be expected that this approach works well close toa scheme where the mean-thickness analysis updates have a

the ice edge, where concentration is very variable, and correfixed proportionality to the concentration analysis updates:

lation between concentration and thickness is strong. In the

central Arctic, however, ice concentration is almost alwaysA/im = h*AC. (11)

close to 100 %, and the correlation between concentration ) . .

and thickness is weak. There, we cannot expect this approach€ Proportionality constart’ is a free parameter. In our ex-

to correct ice thickness from concentration data effectively. PEfiments, we use a value of = 2m. That means that for a
As we will see in Sectst and5, the assimilation error dif- ~ concentration update of 1 % we change the mean ice thick-

fers substantially between different choices for the functional"€SS Py 2cm. However, we find that the assimilation perfor-

dependencg, and in Sectss.1and6.2we will discuss pos- mance cons_ldered in Sectd.and5 is not very sensmve to

sible sources of assimilation errors in detail. We introduceh@nging:* in the range 0.5 /" <4 m. Our choice ofi*

and discuss the following three choices: is supported by the frequency of occurrence of mean thick-

ness and concentration in the AOGCM (see Sédf) and
3.2.1 Analysis updates with conserved mean the model background error covariance between concentra-
thickness (CMT) tion and thickness diagnosed from the AOGCM (S6a).

With this method, the analysis update of mean ice thickness-3 Analysis updates of sea-surface temperature
hm is always zero, no matter the value of the concentration and salinity

analysis update: .
4 P Growth and melt of sea ice are strongly coupled to the prop-

Ahm = 0. 9) erties of the sea-water directly below and adjacent to the ice.
Thus, sea-ice data assimilation schemes for a model with a
The analysed actual ice thicknesdis then given byh2 = prognostic ocean need to find a satisfying solution to adjust

hPCP/ 2. From idealised experiments with prescribed per- S€a-surface salinity (SSS) and sea-surface temperature (SST)
turbations in thermodynamic atmospheric forcimyliere ~ When changing the sea-ice state through the analysis updates.
and Fichefe(2007) concluded that this is the best approach I ECHAMS/MPI-OM, the assimilation of SST in the

when model error is mainly due to ice advection. presence of sea ice is implicitly provided by the assumption
of thermodynamic equilibrium between sea ice and the water
3.2.2 Analysis updates with conserved actual in the ocean surface layer. If sea ice is present in the obser-
thickness (CAT) vations, but not in the model, positive analysis updates of

ice concentration merely lead to a decrease in SST until the

We assume that the model has the correct actual ice thicknegseezing point is reached. In this case, analysis updates for
! . . . .

hy, and demand thath; = h — h? = 0. Applying Egs. 4) sea ice are effectively zero, while we have negative analy-

and @), we see that this is guaranteed if we choose: sis updates of SST. As soon as ice starts to form, SST stays
constant at the freezing temperature, and the analysis updates
Ahm = h{’AC, (20) change only the sea-ice concentration and thickness.

The SSS plays an important role for the establishment
whereh? = hP(x, y, 1) is the spatially and temporally vary- or inhibition of oceanic convection in the presence of sea
ing actual thickness in the model background. Thus, for theice. If there is convection, the entrainment of warm wa-
same concentration analysis update, mean-thickness analysisr from below during the deepening of the surface mixed
updates will be small for low background actual thickness,layer can inhibit ice growth considerably (see, for instance,
and large for high background actual thickne3sliere and  Lemkg 1987. Since growth and melt of sea ice provide sub-
Fichefet(2007) found that this method performs best when stantial freshwater fluxes into the ocean surface water, the

model error is mainly due to ice thermodynamics. treatment of SSS in the analysis update will strongly inter-
act with the sea-ice analysis. The character of this interac-

3.2.3 Proportional mean thickness analysis tion, however, is very variable and depends on the specific
updates (PMT) local conditions. Since the covariance between ice concen-

. . o tration and SSS shows such a high degree of complexity
Duliere and Fichefe2007) report best assimilation results (| jszster et al.2003, it is not feasible to prescribe a global
for a combination of CMT and CAT, depending on whether e independent functional relation between the analysis
errors are related to errors in the thermodynamic or the dyy,pqates that exploits the existing covariance structures.
hamic forcmg of thg Sea Ice. However, In-an AOGCM t_he In our experiments, we assume that no knowledge about
attribution of errors in the sea-ice state to either dy”am'calappropriate SSS analysis updates can be derived from the

or thermodynamical processes is not practicable. Hence, Wg,ysis updates of sea-ice concentration, and therefore we
propose a simple new scheme that — as we will show — pery, ot change SSS in the assimilation step.
forms well independent of the source of the errors. This is

Ocean Sci., 9, 1936, 2013 WWw.ocean-sci.net/9/19/2013/
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4 Assimilating sea-ice data in identical-twin
experiments

2
4.1 Rationale and method OXnT, = \/((XTl (1) = X1,(1))"). (12)

When assimilating observed sea-ice concentration in ar;r he expectation valug) is meant to be taken over time for

AOGCM, we face two basic problems: (i) the ice thickness aggregated quantities like Northern Hemisphere sea-ice ex-

and the state of the ocean below sea ice are poorly observe&ent’ and over time and space for field variables like sea-ice

. Lo T cbncentration.
hence we cannot determine if the assimilation improves those

variables, and (ii) we cannot decide if problems in the assim- Usmg Ea. 42), We can compare the natu_ral variability
oo ) P S Xrp with the assimilation erro6Xra. Only if §Xra <
ilation are due to drawbacks in the assimilation scheme or, L ) A

. 3 Xrp does the assimilation actually improve the initialisa-
due to model biases.

Those issues can be addressed in a so-called “identicaf—Ion of X in the model. For a perfect initialisation of, we

twin” or “perfect-model” study. In the data assimilation con- Wwould haves Xra = 0.

text, this means that we treat model output from a referencqL 2 Results

run as observations, and assimilate it back into a different run

of the same model. When both model runs start from differ-p seasonal to decadal predictions of sea ice, the total
ent but climatologically equivalent initial conditions and are ;.o \olume and the total area covered are arguably the
exposed to the same external forcing, the model is perfect, st important parametersi¢lland et al, 201Q Blanchard-

with respect to the reference-run observations. This aIIOWS\NriggIesworth et al.2011h. They are closely related to lo-
us to disentangle the effects of model bias and data assimilgsy| ice thickness and ice concentration: ice volume is propor-

tion method and to answer the question, “If the model wereyjo ) 1o the sum of the mean thickness for all grid cells, and
perfect, would we be able to initialise it successfully with @ e extent is the area sum of all grid cells with ice concen-
given data assimilation approach?”. tration higher than 15 %. In the following, we will therefore
‘The reference rurR is started from a long control run g, antify the improvement brought by the data assimilation
with preindustrial conditions, and is then exposed to the Ob‘by discussing errors in ice volume and ice extent alongside

served greenhouse-gas forcing from 1900 onwards. In the,q mean square errors (RMSE) of concentration and thick-
reference run, the overall decrease of Northern Hemisphergqoqg.

sea-ice extent is comparable to observations, although the re- Figure1 shows how successfully the different assimilation
treat of summer-time sea ice is somewhat underestimated. A-hemes allow the assimilation runto match the annual
detailed description of the deficiencies of the IPCC-AR4 Ver- oo sea-ice extent and sea-ice volume of the reference run

sion of this model in simulating Northern Hemisphere seaicé The reference run has generally decreasing sea-ice extent
is given byKoldunov et al(2010. . and sea-ice volume in response to the warming background
We obtain an equivalent but different realisation of nat- ojimate. Additionally, there are year-to-year variations as
ural climate variability by starting a second rihin 1979 e a5 decadal-scale variations in the sea-ice state. For in-
with exactly the same model setup, but from slightly per- giance petween 1988 and 1991 sea-ice extent increases, stays
tur.bed initial conditions. The applied pertprbatlon is a time relatively high until 1998, and then drops sharply to the low-
shift of the model state by one day, and is hence comparaagt yajye of the time series in 2000. We consider a sea-ice
tively small. However, the perturbation is quickly amplified y5i4 assimilation successful only if @) has the same clima-
by chaotic processes, so that important large-scale modes ?6Iogy asR, i.e. the multi-year running means are the same,

climate variability, like ENSO, the slow components of the (i) A shows similar decadal-scale anomaliesRasnd (iii)
Atlantic meridional overturning circulation, and interannual 4 has year-to-year changes comparable to

variations in sea-ice cover are out of phase between the tWo e cMT assimilation scheme fails in all three criteria:

runs. o L . it does not reproduce the negative trend in sea-ice volume,
_ The assimilation rumt starts from the same initial condi- e period between 1984 and 1992 that should see a negative
tions as the perturbed rum, but assimilates the ice concen- 5nomay in sea-ice volume actually has a positive anomaly,
tration from the reference ruR. The time period considered 54 the small year-to-year fluctuations are not captured at
is 1979 to 2007, so that we can later compare the assimilationy; The CAT run has a negative bias, but reasonably cap-
of ice concentration from model output to the assimilation of | .o year-to-year and decadal variations. Finally, the PMT

ice concentration from satellite observations. run meets all three criteria set above, and by far provides the
To quantify the usefulness of the data assimilation, weyaqt assimilation performance.

measure the mismatch of a climate varialildetween any Table 1 shows the time-averaged error in annual mean
two time series with the root mean square differences beggg ice extenSIE and sea-ice voluméSIV as defined in

tween the two time series: Eq. (12). Although all assimilation methods decrease the er-
ror in sea-ice extent with respect to the reference run, we see

WwWw.ocean-sci.net/9/19/2013/ Ocean Sci., 9, B8-2013
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Yearly NH sea ice extent Yearly NH sea ice volume
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1980 1985 1990 1995 2000 2005 1980 1985 1990 1995 2000 2005

Time Time

Reference run (R)
————————— No assimilation (P)
Assim.: conserved mean thickness (CMT)
Assim.: conserved actual thickness (CAT)
Assim.: proportional mean-thickness updates (PMT)

Fig. 1. Annual mean sea-ice extent (left) and sea-ice volume (right) in the Northern Hemisphere for the identical-twin study. Shown are the
reference run (black), the perturbed run with no assimilation (grey), and the assimilation runs (colours) that assimilate sea-ice concentration
from the reference run. The corresponding time-averaged global extent and volumeé &HeoandsSIV are given in Tabld.

Table 1. Average assimilation error after Ed.3) for annual mean  The error in mean thickness:y, is shown in Fig.2b. The
Arctic ice volume and extent in the twin study (first and second natural variabilityszm (R, P) is about 40 cm in winter and
column; cp. Fig.1) and for annual mean Arctic ice extent when ghout 50 cm in summer. It is evident that the CMT does not
compared to observations (third column; cp. Fp. decrease, but even increases the error of mean ice thickness,
i.e.8hm(R, P) < 8hm(R, A). Thisis quite a dramatic failure

of the data assimilation method. In Se&sl and6.2we will

see that there are good conceptual arguments why the CMT

Twin study Observations
SSIV (1012m3)  §SIE (102m?2) | §SIE (1012m?2)

No assimilation 2.1 0.56 0.35 is not a suitable assimilation method in an AOGCM.
E,IXI'IT ;:Ssimz}fn” i'g 8"2% 8'22 The two other methods (CAT and PMT) successfully re-
PMT assimilation 0.6 003 0.07 duce the thickness error. Again, PMT has the lowest thick-

ness error; it is about 25-30 cm year-round. Note that the as-
similation is most successful in summer, as it halves the error
that only PMT reduces the error in sea-ice volume far belowl" the mean ice thickness compared to the natura_l variability.
the level of natural variability. . \.Ne.shall also assess the wnpact of the sea-ice data as-
To analyse the seasonal cycle of the assimilation errorsSimilation on.Arctlc chmate; variables that are closely re-
we calculate the discrepancy in concentraiéghand mean fgted to sea ice, but not directly changed by the assmllg-
thicknessShm for the Arctic Ocean with Eq.12), taking the tion procgdure: the Arctic Ocean SST_and SSS, t_he Arctic
time mean separately for each month of the year (Bagand Ocean mixed-layer d_epth, and_ th_e Arcuc surface air temper—
b). Since the Arctic Ocean is essentially ice-covered duringature (SAT),' In our simple aSS|m|Ia’F|on method, thgs_e fields
winter, even the no-assimilation run exhibits only small nat- &'€ constrained neither by observations nor by statistical rela-
ural variations in sea-ice concentration, wéiirp ~ 5—8 %. “Or!s_h'PS with analysis updates of sea-ice concentration, and
The summer melt, however, is much more variable, and conS° it is important to check whether our assimilation method
centration variability in the no-assimilation run reaches 24 9/Ntroduces unexpected anomalies in these fields.
in September and October. Clearly, all assimilation methods T_he errorin Arctic Occ—_:‘an SS,T (Fige) r_es_em_bles. the er
are able to significantly reduce the concentration discrepancfP! IN Sea-ice concentration. Without assimilation, it is about
5C, although there are marked differences between the mett2-3 K in winter and about 1K in summer. All assimilation
ods. The CMT gives the worst performance, and the F,M-l-methods reduce this error. The PMT method performs best

gives the best performance, reducing concentration error t§nd halves the SST error throughout the year. For the Arc-
about 5 % year-round. tic Ocean SSS field, all assimilation methods lead only to a

small reduction of the error of 0 to 0.1 gky starting from
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ice concentration mean ice thickness than the CMT and CAT methods also for the non-sea-ice
094 et o ¢ 0 o 070 et o 1 o0 1 : .
a) b) fields considered.
020 7 r 0.60 J w\/\/\k‘/\ L
0.16 o 0.50
5 012 1 - -\H»J/\H\\\- 5 Assimilating sea-ice observations
© 008 © 0.40 F
000 1 AR\14 0.30 80 &% g “af We now investigate how successfully we can assimilate satel-
e ° b ® lite observations of sea-ice concentration into the coupled cli-
0.00 = T T T T T 0.20 =7 T T T T T . . .
Jan Mar May Jul Sep Nov Jan Mar May Jul Sep Nov mate model. The observations are derived from Nimbus-7
- SMMR and DMSP SSM/I passive microwave data, pro-
sea-surface temperature sea-surface salinity . R
TR T S R 080 Pttt 1. cessed by the NSIDC with the NASA team algorithBay-
101 r o 49 1 alieri et al, 2008. Temporal resolution of the data is every
08 1 F 70 two days, which we interpolate to daily values. The horizon-
§06 ] L 2 tal resolution is 25km, which we interpolate to the model
’ & 0.65 4 . .

3 o 8 resolution of about 50-200 km. For an estimate of uncer-
' < 060 4 tainty in the sea-ice concentration observations, the reader
02 1 r 0.55 1 may refer toTonboe and Nielse2010, who arrive at an
0.0 0.50 L————r—T——1— error estimate of around 10 % on average. The assimilation

Jan Mar May Jul Sep Nov Jan Mar May Jul Sep Nov methods we employ in this section are exactly the same as in
mixed layer depth surface air temperature the identical-twin study. We will again show ice extent along-
0 i side with concentration RMSE as a performance metric. Note
50 1 3 that the observational uncertainties in year-to-year changes in
£ 307 e = F ice extent are only in the order of 4Rm? (NSIDC user ser-

q 20 1 N ”_ £ 30 1 \ 3 vice, personal communication), and are therefore negligible

2 2 0 ] b when discussing observed year-to-year changes in the order
10 4 L of 10° km?.

B-g 1.0 4 f)
e)
0 =t T T T T T 0.0 =7 T T T T T .
Jan Mar May Jul Sep Nov Jan Mar May Jul Sep Nov 51 Ice concentration

————x——— No assimilation (P)

posim.: consenved mean thickness (CMT) From Fig.3 we see that the annual mean state of ice extent in
— & Assim.: conserved actual thickness (CAT) ECHAM5/MPI-OM without data assimilation is reasonably
8 Assim.: proportional mean thickness (PMT) close to the observed state. Of course, there are marked dif-
ferences between the free model and the observations that are
Fig. 2. Average point-wise root mean square error for each monthcaused by natural variability — for instance, at the observed
over the Arctic Ocean fo(a) sea-ice concentratior{p) sea-ice  extreme extent minimum in 2007 the model actually has a
mean thicknesgc) sea-surface temperatuifel) sea-surface salin-  temporary extent maximum.
ity, (e) ocean m_ixed layer depth, afi) surface air temperature. All Comparing Fig3 with Fig. 1, we see that the conclusions
errors are o_btalned_from the differences to the reference run of th?egarding the performance of the different methods are the
identical-twin experiments. same as in the identical-twin study: CMT fails as a sea-ice
data assimilation approach in all quality criteria, CAT repro-
duces natural variability somewhat, but has a biased mean
0.6 to 0.7 gkg? as the level of natural variability (Fi@d). state, and PMT has both an acceptable mean state and repro-
This demonstrates that assimilation of sea-ice concentratioduces natural variability satisfyingly. Considering the time-
with our approach is not very successful in constraining otheraveraged measure for the assimilation error in sea-ice extent,
variables in the climate model. The Arctic Ocean mixed- §SIE, we see that only PMT is able to red&&E below the
layer depth (Fig2e) shows even less positive impact of the no-assimilation case (see Talile
assimilation. While assimilation with the PMT method re- The seasonal cycle of sea-ice concentration error in the
duces mixed-layer-depth error over the winter months, it in-Arctic (Fig. 4) also resembles the result from the identical-
creases the error over the summer months. Finally, for Arctidwin study (Fig.2a). Note, however, that during summer the
SAT we find a slight improvement caused by the assimila-free model state now exhibits larger errors of up to 30 %.
tion between September and March, but little effect in sum-Also, the errors for CMT and CAT are twice as large as in
mer months (Fig2f). In summary, we note that (i) the as- the identical-twin study, while the PMT shows only a slight
similation improves the considered non-sea-ice fields onlyincrease ifSIE compared to the identical-twin experiments.
marginally, but does not introduce unexpected anomalies in In summary, we find that assimilating observations
these fields, and (ii) the PMT assimilation performs betterin ECHAMS5/MPI-OM gives results for ice-extent and
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NH sea ice extent Arctic Ocean concentration error
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——=—— Assim.: conserved actual thickness (CAT)
o Assim.: proportional mean-thickness (PMT)

Fig. 3. Annual mean ice extent in the Northern Hemisphere from
observations (black), a model run with no assimilation (grey), and
from the different assimilation methods (colours). The correspond-
ing time-averaged global extent err@iSIE are given in Tablé.

Fig. 4. The average point-wise error in sea-ice concentration for the
Arctic Ocean for each month of the year. All errors are obtained
from the differences to the observed concentration fields.

ice-concentration error that are very similar to the results of

assimilating output of the same model. This indicates thatyag_ice minimum in 2007 with respect to the previous years
the assimilation performance for sea-ice concentration is deyg 5 prominent feature in both data sets.

termined more by deficiencies in the assimilation techniques the no-assimilation run with ECHAMS/MPI-OM has too
rather than by model biases. low an ice volume throughout. All assimilation methods
bring the ice volume closer to both ICESat and PIOMAS
estimates. Nevertheless, the CMT assimilation run performs

There are currently only few large-scale ice thickness mealess well regarding two aspects: first, it consistently over-
surements availabl®pthrock and Wensnaha®007 Kwok estimates the seasonal cycle in comparison with PIOMAS;
et al, 2009. For a direct comparison of the simulated ice agg7se_c?]nd, it does ?\0'[ ShO\,N anomaloqrsrlly I(c:)'\;vTvolLémPeMlg
thickness with observations, we need validated observationg h Vé't resgect tr? t ﬁ prgwous Iyears. € fan \CES
that cover the whole Arctic Ocean. The only such data sefnethods on the other hand are always — except Tor at

available to us are ice thickness measurements from the ICEO-Iata in March 2007 — w_ithin the error bars of both PIOMAS
Sat laser altimeter between 2005 and 2008 processafi by and ICESat volume estimates, and they do capture the 2007

and Zwally (2010. These data have complete coverage Ofanomaly.

mean sea-ice thickness data north of B5 Unfortunately,

they are only available for a few discontinuous months, wheng Understanding assimilation errors

the laser altimeter on the satellite was in operation. Due to

the limited temporal coverage of direct observations, we alses.1  Physical aspects — local sea-ice growth rates

compare our assimilation results to the PIOMAS reanalysis

of Arctic sea-ice volume, which has been thoroughly val- We have seen in Se@.2that assimilating sea-ice data in an

idated against all available observations of ice thicknessAOGCM does not necessarily lead to an improvement of the

(Schweiger et al2011). simulated sea-ice state. In particular, the assimilation of ice
As shown in Fig5, there are differences between the ICE- concentration can deteriorate the representation of ice thick-

Sat and PIOMAS ice volume estimates of up to 3006 km ness. We now show that this can largely be explained by con-

which are, however, mostly compatible with their respec- sidering the local sea-ice energy balance.

tive uncertainties as estimated Byvok et al. (2009 and Local sea-ice growth rates depend heavily on concentra-

Schweiger et al(2011). The relative anomaly of the annual tion, as detailed in AppendiA. This has implications for

5.2 Ice thickness
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Time Fig. 6. Trajectories of the sea-ice state in the ice energy balance
Fig. 5. Monthly mean of Arctic sea-ice volume between 2005 and model with and without assimilation for one month(aj constant
2008, as modelled with MPIOM-ECHAMS5 and estimated from winter forcing andb) constant summer forcing. Positions for each
ICESat observations and the PIOMAS reanalysis. Thin verticalday are marked by black points (trajectory without assimilation),
lines give uncertainties in ICESat and PIOMAS estimates as giverblue points (trajectory with CMT assimilation), and orange points
by Kwok et al.(2009 andSchweiger et al20117). (trajectory with PMT assimilation). All trajectories start from the
same initial conditions marked by the black circle. The target ice
concentration is marked by a thin vertical line. The nudging param-
the development of mean ice thickness when assimilating iceters are as in the AOGCM experiments. Mean ice thickness for
concentration: in summer, the melt rate decreases with ina given concentration in the AOGCM is typically within the grey
creasing concentration. Therefore, assimilating high ice conshaded area.
centration without any thickness correction leads to less melt
and thicker ice than without the assimilation. In winter, the . ] ] o
atmospherically driven growth rate decreases with increasing!Mme correction (CMT). The first test case is the assimilation
concentration. Therefore, assimilating low ice concentration®f 10w seéa-ice concentration under winter conditions with
leads to enhanced growth and thicker ice. While this thick-& downwelling shortwave radiation of OWthand down-

ness response leads to plausible ice states during summé¥elling longwave radiation of 220Wn#f. The second test

it leads to an inconsistent combination of low concentrationCaSe€ IS the assimilation of high sea-ice concentration un-
and high mean thickness during winter. der summer conditions with a downwelling shortwave radi-

. i ) . . 2 . . .
To quantify this effect and to illustrate the difference be- ation of 160 Wn1< and downwelling longwave radiation of

tween the CMT and PMT assimilation techniques, we apply300_W nT2. ) ) )

the assimilation to a local ice-energy balance model (IEBM) _Figure 6 shows the trajectories af and/m without as-
derived from the sea-ice model Eqg) and @) and driven §|m|lat|on, with CMT assm_ﬂapon and with PMT aSS|m|IaT
by atmospheric downwelling radiation. As shown in Ap- tion for both_ test cases. Within _the grey area that underlies
pendixA1l, these IEBM equations, combined with a continu- the trajectories, the joint probability of occurrence ¢band

ous version of the relaxation terms discussed in Seaan ~ /2m i higher than 0.1 %, as diagnosed from a long AOGCM
be written as run. In the following, we will call this the region of plausible

qc 2u c ice states. _ _ _ _
i Sc + Nc =0 (gw) o 1-0)+ ®(—S,,)%Sh (13) For Fhe winter tes_t case (Figa), the tr.ajectones _start
e from high concentration and 1 m mean thickness. Since the
+T~(C°=C) forcing implies freezing conditions, both concentration and
mean thickness increase when there is no nudging. When we
%}; =S +N,=giC+(1—=C)gw+ f (TR—l (c°— C)) . (14) nudge the model towards low ice concentration, the concen-

tration initially decreases, but after one month the model and
The termN¢ in Eq. (13) assimilates (nudges) the idealised nudging tendencies for concentration almost compensate,
concentration observatior@® into the model with a relax- and concentration stays constant at an intermediate level. For
ation timeTg of 10 days. The ternv,, in Eq. (L4) represents the mean ice thickness, we observe contrasting behaviour
the different forms of the functional dependence between thdor PMT and CMT. The CMT trajectory still goes to higher
mean-thickness analysis update and the concentration analykickness, and even outgrows the free trajectory. This is due
sis update that we investigate (CMT or PMT). to the concentration dependence of net growth rate described

In AppendicesA2 and A3, we discuss in detail the de- in AppendixA3. It therefore enters a state of low sea-ice con-
pendence of ice growth on atmospheric forcing and ice con-centration and high mean ice thickness, which is rather un-
centration in this idealised model. Here, we focus on re-physical and not typically seen in the AOGCM. On the other
sults from two concrete test cases, which illustrate prob-hand, the PMT trajectory decreases mean ice thickness, and
lematic behaviour of concentration assimilation without vol- hence stays within the region of plausible ice states.
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Ice concentration Mean ice thickness in conjunction with a reduced ice concentration if the CMT
method is employed. Only when we apply PMT is this effect
averted, as the nudging updates of ice volume compensate
the excessive thermodynamic growth rates.

In summary, we have shown in this section that there are
cases of practical relevance when the sea-ice growth rates as
determined by the local surface energy balance necessitate
adjustments of mean sea-ice thickness during the assimila-
tion, as it is done in the CAT and PMT methods. This find-
ing is consistent with results Hyuliere and Fichefe2007).
Without these mean-thickness adjustments, as is the case for
the CMT method, assimilation of ice concentration leads to
implausible sea-ice states both in a conceptual IEBM and in
the AOGCM.

6.2 Statistical aspects — model error covariances
and weight matrices

c(1) h,, (M) We now take a different view on assimilation errors: instead
(1T [ [T s of examining the sea-ice prognostic equations and how anal-
0 02 04 06 08 1 0.01 1 2 3 ysis updates affect them, we examine the covariance structure

of thickness and concentration errors in the AOGCM. There
is a well-established theory that connects these so-called

(top) and the PMT method (bottom). Ice concentration (left) is sim- model bgckground e”f’rs with the O_pt'mal analysis update;
ilar between CMT and PMT, and quite close to observations. How-S€€, for instanceBouttier and Courtie(1999 or Kalnay

ever, mean ice thickness (right) is much too high for CMT, and re-(2003. .The analysis l_deates we apply are not optimal, but
alistic for PMT. are derived from the simple nudging approach. Nevertheless,

we can map our different choices for the analysis update to
different model background errors that are implied under the
For the summer test case (Figh), we let the trajectories assumption of optimality. If the implied model background
start at low concentration and 0.2 m mean thickness. The tra€!TOrs are clearly unrealistic, we can argue that the assimila-
jectory without the relaxation term goes to an ice-free stateion Method is prone to fail, since it is far from being opti-
within 6 days. When we nudge towards high concentration,Mal- We follow the notation oBouttier and Courtie(1999
the behaviour of PMT and CMT is again very different. The @nd briefly introduce the basic terminology in Séc2.1 We
CMT trajectory loses ice volume: because for constant forc-1€n apply the general terminology to our setup in Sg@et2
ing the concentration loss is higher for thinner ice (seedq.  9€Vvising simplifications and a specialised notation. These
concentration only initially increases, but soon the thermo-Simplifications and the specialised notation allow us to con-
dynamic tendency outweighs the nudging tendency. ConsecSisely discuss in Sec6.2.3the relation between concentra-
quently, the CMT trajectory becomes ice-free within sevention an_d mean thickness errors on the one hand and optimal
days, even though the data assimilation aims at increasing th@"2lysis updates on the other hand.
ice concentration. Note that the melt is somewhat slower thaQ3 21
without data assimilation, in accordance with the dependence ™"

of growth rate on concentration discussed in Apperx g state of a model that hasvariables angy grid points
On the other hand, the PMT trajectory gains ice volume, andg encoded in the state vecter a column vector withp - v

stays inside the region of plausible ice states for the wholeypiries. To obtain the analysig, i.e. our estimate of the true

month. statex, the model backgroundy, is updated with a term

In the AOGCM, an indication for the problematic be- 4t jepends on the departure of the model state from the
haviour of the CMT method is found in the wintertime Bar- observations’:

ents Sea (Fig7). During the 1990’s, the Barents Sea was

mainly ice-free during winter, as derived from the satellite x, = x,, + K (y — Hxp). (15)
observations, whereas the model without assimilation is bi-

ased towards ice-covered conditions. With assimilation, theThe observation operatét maps theo observations to the

ice concentration in this area decreases, but the decreaseg-dimensional state vectarand therefore is a matrix with
concentration leads to enhanced thermodynamic ice growthlimensions x vp. The @p x o)-dimensional matriXX de-
rates. As a result, there is unrealistically high ice volumetermines how discrepancies between observations and the

Fig. 7. Average March conditions 1990-1999 when assimilating ob-
served sea-ice concentration in the AOGCM with the CMT method

Introduction of terminology
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model state translate to analysis updates. It is called the gairtJsing Egs. 18) to (20), the analysis update in EdqL%) can
or weight matrix. If the weight matrix is chosen according to be written as:

Ca Cp Kce
-1
KOP'=BH' (HBHT +R) ae) (M= ]| e [€o-c. (1)

then the analysis in Eqlp) is the best linear unbiased esti-
mator of the true statBputtier and Courtigr1999. and the optimal weight matrix (Ed.6) reduces to a form
The optimal weight matriX<°P! is related to the covari- that shows how the concentration and thickness background
ance matrices of background and observation efoend ~ €rrors enter the optimal weight matrix:
R, defined by
Bcc

B=((eo—¢b) (b —en)") R=((co—&)(c0—¢0)"). (17)  K'=[Bch | (Bec+Rec) ™. (22)

The model background errep = x, — x describes the dis-
crepancy between the modelled and the true state just befor@quation 22) tells us how to obtain the optimal analysis

an analysis update. Therefor, depends not only on the h4ate when we already know the correct statistics of the
error of the model itself, but also on the applied analysis Up-packground and observation errors. Determining these error
dates and the time interval between them. The observatioQyistics is a difficult task within the data assimilation frame-
error €0 = y — Hx expresses that the reported value of an,yqor Here, we are only interested in conceptual statements
observation is not a perfect image of reality, but is distortedy, ot can be derived from the error covariances, and so we es-
d_ue to instrumental and d_|scret|_sat|on err@shas dimen-  iate them using simplifying assumptions. We assume that
sionspv x pv, andR has dimensions x o. the observation error covarianéc is spatially uncorre-
lated and corresponds to a constant uncertainty of 10 %.

This value is a reasonable average error for concentration
After introducing the general terminology, we now apply it CPServation according fonboe and Nielse(2010. We es-
to our setup. Because the simplicity of the setup allows forimate the background error covariand&sc andBch from

the daily differences between concentration and thickness of

several algebraic simplifications, we can derive concise ex- )
pressions that are useful for understanding the interplay bete ong, independent AOGCM runs. These background er-

tween ice thickness and ice concentration errors. We ordef°rs apply when the time interval between analysis updates is
the state vectar so that it starts with the entries for ice con- VeTY large. For shorter time intervals between the analysis up-

centrationC and ice mean thicknegs followed by all other dates (one day for our setup), the absolute magnitude of the
model variables: covariances is smaller, but we expect thepatial structure

to be the same. For instance, in the central Arctic the sea-
x= (Cl, oy Cp, ha, ..., hp, )T (18) ice concentration is usually high, and thus we expect a low

concentration background error variance, whereas we expect
Sea-ice concentration is the only variable observed, and wsubstantial background error covariance in areas that experi-
are not interested in issues related to the interpolation fromence a pronounced seasonal cycle of both thickness and con-
observation points to model points. Thus, we can assume aentration.

6.2.2 Application to ice concentration and thickness

very simple form for the observation operator: From the model background error covariances we can also
derive the correlation between concentration and thickness

H=(0..), (19)  errors at the locatio®:

with | denoting thep x p identity matrix andd denoting the COrmp(C. ) = Bcn(P) (23)

p X p zero matrix. Furthermore, the observation error covari- ' VBcc(P)Bmn(P)'

ance matrixR reduces to thep x p matrix Rcc. ] ) ]
We partition the background error covariance maérand For the central Arctic, the correlation between concentration

the weight matrixk into submatrices of dimensiopx p  @nd thickness errors is betweei3@nd 05, whereas itis al-
that respectively describe the covariance between each paft@ys higher than & in the seasonal ice zones. We find a

of variables in the model, and the gains for each model variPpan-Arctic average over the concentration and thickness cor-
able resulting from the concentration observations: relation of Q7, which is similar to the correlations reported

by Liseeter et al(2003 andZhang(2010. In hindsight, this
Bce Bhe - - Kece high correlation between background errors in concentration
B— | Bch Bhh .. K=|Ken|. (20) and thickness justifies the proportionality assumption in the
. PMT method stated in Eq1().
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best estimate PMT
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Fig. 8. Scaled diagonal elements of the background model error covariance mataicdsrived from Eq. 26) when analysis updates
conserve actual thicknesf)) best estimate from a long free model run, gnylderived from Eq. 27) for proportional mean-thickness

analysis updates. The background error covariance implied by analysis updates that conserve mean thickness is zero everywhere. For a
interpretation of the figure see main text.

6.2.3 Comparing nudging with optimal with its implied background error covariance matrix is given
analysis updates by
Optimali
For the analysis updates of mean thickness, E9).defines K& ' = Knh*| =Y BRMT — Knh* (Bec + Reo).- (27)

the optimal weight matrix The different background error covariances are compared in

Fig. 8 by showing maps of their scaled diagonal elements.
The absolute values of the covariances are not important,

In our setup, we use weight matrices derived not from theSince they depend on the time interval between the analy-
optimality condition, but from an ad hoc nudging approach. sis updates. However, the spatial distribution of high and low

Nevertheless, we can ask the following question: “Supposé:ovariances has a large influence on the assimilation perfor-
the weight m’atrixKX used in methodX is optimal, and mance, as it determines the relative strengths of the optimal
Ch '

we know the background error covariance for concentrationVei9hts. _
Bcc, what would be the implied background error covari- From F|g.8b_ we see that_bapkground error covariances
ance between concentration and thicknB&s?” If BY, is should be low in the perennial ice zone of the central Arc-
unrealistic, i.e. has substantial deviations frBay, we can  UC» Since there the concentration is always high, and low at
conclude that the weight matrix is far from being optimal and the so_utherr_l edge ‘?f the seasonal ice zone, since there the
we reject an assimilation scheme that uses this weight matrif1€an ice thickness is always low. In between, there is a re-
as being inconsistent. gion where mean ice thickness and ice concentration co-vary

For CMT, we do not update mean thickness at all, and so:Strongly- _ , ,

The CMT analysis updates imply a covariance structure

KEMT _ o O@iw BCMT _ . (25) that is very diffe_re_nt from our best guess of_ the_true covari-

Ch Ch ance structure: it is zero everywhere. This implies a perfect
For CAT, we see from Eq10) that nudging weights vary in ~ representation of thickness forecasts in the model, which is
time and space, depending on the background actual thicka bad assumption, as we have seen in Sett.Therefore,
ness. We derive a time-averaged analysis update by diagnofie CMT weight matrix is far from being optimal. Already
ing a diagonal matrixh; that contains the time average of from this simple analysis of background error covariance,
actual ice thickness at each grid point over a long model rurPne could have expected the poor assimilation performance
on the diagonal. With this, the average weight matrix and im-seen in Sectst and5.

1
K& =Bch(Bec+Rec) - (24)

plied background error covariance are The CAT updates imply a covariance structure that re-
o sembles our best guess reasonably well, so that one would
KgﬁT = Knht Optimality BgﬁT = Knht (Bec+ Ree). (26)  expect a useful assimilation performance (Fg). How-

ever, some discrepancies stand out: The implied thickness—
Finally, for PMT the weights are constant, because they areoncentration covariance is too high in the central Arctic, in-
determined by:* from Eq. (L1). The weight matrix together dicating that the weights for updating mean thickness are too
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large there. On the other hand, the implied covariance is todic Ocean to less than 30 cm. In contrast to these significant
low in the Bering Sea, the Labrador Sea, and the Barentsmprovements, the impact of the assimilation on simulating
Sea. One would expect the method to have difficulties assimether Arctic surface fields like sea-surface salinity and sur-
ilating observations there, since the analysis weights are toface air temperature is only weak.
small. For the assimilation of observed sea-ice concentration be-
Finally, the PMT updates shown in Figc imply a  tween 1979 and 2007, the PMT assimilation significantly re-
concentration—thickness covariance structure that is close tduces differences between modelled and observed ice extent
our best guess. There is a tendency to underestimate covar@nd concentration, with deviations becoming almost as low
ance in the Arctic shelf seas, and to overestimate it in theas in the identical-twin study. The monthly mean sea-ice vol-
Hudson and Baffin Bays, but overall there is good agreementume between 2005 and 2008 in the PMT assimilation is in
We conclude that the comparison of the background erroigood agreement with volume estimates derived from ICESat
covariances implied by the chosen nudging weight matriceobservations and the PIOMAS reanalysis, with deviations of
K ch corroborates the experimentally found differences be-less than 2000 kf
tween the assimilation performance of the CMT, CAT, and The simplicity of the assimilation scheme allows us to ex-
PMT methods. Moreover, we think that the examination of amine the assimilation errors with two conceptual tools: first,
implied background error covariance is a useful guide forwe apply the assimilation to a simple model of the local ice
designing weight matrices: only if the implied background energy balance and conclude that the CMT method, where
error covariance looks plausible, can we expect a good permo adjustments to the mean thickness are made during the
formance of the assimilation method. analysis update, causes unacceptable assimilation errors.
Second, we analyse the spatial structure of the background
error covariance between concentration and thickness as im-
7 Summary and conclusion plied by the nudging weight matrices of the different meth-
ods and find that the spatial structure of the background er-
We examine the performance of sea-ice data assimilatiomor is unrealistic for CMT, reasonable with some deficiencies
in a global climate model, using a simple Newtonian relax- for CAT, and realistic for PMT. These conceptual arguments
ation approach. Analysis updates of sea-ice concentration argupport our experimental finding that the PMT method out-
derived from the discrepancy between model and observaperforms both CMT and CAT.
tions, and analysis updates of sea-ice mean thickness (i.e. A drawback of our simple assimilation approach is that
volume) are derived from the concentration updates. We inthe model equations are not used in the analysis step, as
vestigate three different approaches for the mean-thicknesthey would be in four-dimensional variational data assimi-
analysis updates. The first approach keeps the mean thickation. Therefore, inconsistencies between our analysis up-
ness constant during the analysis update (CMT). The secdates and model physics are expected to occur, a property
ond approach keeps the actual ice thickness constant (CATshared with several other data assimilation approaches. Our
CMT and CAT have been suggested and used before in seaesults show, however, that the parameters of our simple as-
ice data assimilation in an ice—ocean modellfere and  similation approach can be chosen such that we obtain im-
Fichefet 2007, but we find that with our assimilation setup provement of both ice concentration and ice thickness, and
in an AOGCM they do not give satisfying results. Therefore, that we understand why some methods work better than oth-
we introduce a third approach, which prescribes a fixed pro-ers. Therefore we conclude that skillful sea-ice initialisation
portionality between concentration updates and mean thickin an AOGCM is possible from ice-concentration data even
ness updates (PMT). with a simple Newtonian relaxation scheme, provided that
We establish four independent lines of evaluation by (i) we choose an appropriate functional relationship between
comparing the simulated ice concentration and extent withconcentration and mean-thickness analysis updates.
observations, (ii) comparing simulated ice concentration and
thickness with a reference simulation in an identical-twin ex-
periment, (iii) considering conceptual arguments about the
local ice energy balance, and (iv) considering the statistics ofjAppendix A
model background errors.
We find that PMT has much lower assimilation errors than a simple radiative energy balance model for sea-ice mean
the other two methods. For synthetic observation data dethickness and concentration
rived from output of the same model (identical-twin study),
PMT reduces the error of year-to-year changes in annuaAl Derivation of the simple model
mean sea-ice extent to less than 9.10° km?, the error in
annual mean sea-ice volume to 600%rhe gridpoint-wise ~ We discuss the equations for the sea-ice thermodynamics
error in ice concentration to below 5 % throughout the year,as they are implemented in ECHAM5/MPI-OM. After sev-
and the gridpoint-wise error in mean ice thickness in the Arc-eral simplifications we arrive at a closed set of prognostic
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Fig. 9. Contour plot of ice growth rates in cmday for mean
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Fig. 10. Conditional probability densities with which heat fluxes
contributing to sea-ice growth occur for a given sea-ice concentra-

. . . . . tion. The occurrence probabilities were diagnosed from a long run
equations for the ice concentratichand mean ice thickness ¢ ecHAMS/MPI-OM for representative summéa—c) and win-

hm. These equations constitute a simple ice-energy-balancg, ) conditions. Heat fluxes are given as equivalent ice growth

model (IEBM), which we use to analyse the ice growth rate rates (1 cm day? = 35 W m~2). Heat fluxes shown ita andd) are

for different atmospheric forcing regimes and to study how petween the ice and the atmosphere, andiar(de) between the

the analysis updates affect the thermodynamics of the ice. ice and the oceanc@ndf) show the net growth rates of the sea ice,
The first simplification we make is to neglect sea-ice ad-which are equivalent to the sum of atmospheric and oceanic heat

vection. Since melting and freezing of ice are local pro- flux into the ice. The dashed green line is the dependence found in

cesses, we can then solve the prognostic equations for medfie simple radiative ice-energy balance model.

thickness (Eql) and concentration (EQ) for each point

in space separately. The thermodynamic source terms for ) _ i

sea-ice mean thickness (Eq. 5) and sea-ice concentration oceanic gnd turbulent a_tmosph_enc heat fluxes as a first ap-

Sc (Eq. 6) are determined by a balance of atmospheric anop_ro>_<|mat|on and determine the ice growth rates from the ra-

oceanic heat fluxes at the sea-ice interfaces. An oceanic heg{at've balance:

flux is established when sea-water warmer than the freezing 1

temperature is brought into contact with the ice, while an at-8w.i = _,o_L

mospheric heat flux occurs at the interface between atmo-

sphere and sea ice or open water. The subscript “w” denotes the open-water part of the sur-
Since the dominant contribution to the sea-ice energy balface, and “i” denotes the ice-covered part. Heat fluxes are

ance in the Arctic is typically the surface radiatidvigykut converted to growth rates by dividing by the negative prod-

and Untersteinerl971; Serreze et al.2007), we neglect uct of sea-ice density and latent heat of fusion for watér.

((1—awyi)SW¢+LW¢—aTvc’i). (A1)
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SW, and LW, are the downwelling shortwave and longwave comes larger than zerg; > 0, and melts ice at the surface:
radiation at the surface, ang, ; is the albedo of open water
or sea ice. In ECHAMS5/MPI-OM, the surface temperature 9|7, =4 (T) = go (Tm) = (1= ) SWy +LW,  (A6)
of open water in a partly ice-covered grid cell is always at a
representative sea-water freezing temperafiyre- —1.9°C,
and the ice surface temperatids calculated from the bal-
ance of heat fluxes at the ice surface. We prescribe the aty,
mospheric downwelling radiation as an external forcing and
determineS;, and S¢ as a function of ice state and forcing.
Thereby, we can convert Eqd)@nd @) into a closed setof | _ kC
two coupled ordinary differential equations, which are forced hm
by the time-dependent downwelling radiation at the surface. +-Wi—o7q)
To obtain a closed set of equations using Eds. (@), (5)

kC
—o T — i (Tn—T0).

Inserting Egs.A4) and @A6) into Eqg. (A3), we can write
e net heat flux into the ice-covered part of the cell in a com-
pact form:

(Ti — T5) 4+ 8(Ti — Ti) ( —];ﬁ(Tm—ﬂ)+(1—ai)SWL (A7)
m

ine h h h With this, we arrive at the following set of prognostic
(6) and A1), we need to determine how the growth ra#gs o ations for the mean ice thickness and the ice concen-
andg; depend on the forcing, i.e. downwelling longwave and ;.- -

shortwave radiation at the surface, and the state of the ice,

i.e. concentration and mean thickness. These growth rates adfim —gC+(1—C)gw (A8)
directly proportional to the heat fluxesg, ; via ddt
C C
1 — =0 A0 +O(=85) 5 S, (A9)
Bw.i == qw.i: (A2) dr ho 2hm
0

where we can use Eq®)( (6), and Egs.A1-A7) to express

The heat flux over open water in a partly ice-covered grideach term on the right-hand side as a function only of the
cell, gw, is easy to determine: the temperature of that operprognostic variablesm andC and the external forcings SW
water is at the freezing point, so that the upwelling longwaveand LW, .
radiation is constant. The heat flux over igg,is more diffi-
cult, since it depends on the ice surface temperafuréhe A2 Dependence of ice growth on atmospheric forcing
ice surface temperature has to be determined from the bal-
ance of the heat flux at the ice surfagavith the conductive ~ With Eq. (A1) we have an explicit expression for the ice
heat flux through the icgc and a residual heat fluy that growth rate, and we can study how it depends on the atmo-

goes into surface melt: spheric forcing. If we are able to identify forcing regimes that
differ among each other in the way the sea-ice thermodynam-
qi =qc+qr. (A3) ics reacts to changes in concentration, we will have important

. L information for assessing the effects of the data assimilation
The conductive heat flux through the ice is assumed to beon the prognostic equations

proportrllongl tg thedd|;ference between tr;]e tgmperatungﬁthe Figure 9 shows the net growth rates derived from the
top of the ice7; and the temperature at the bottom, which is \eg\ for a sea-ice state of 1m mean thickness and 70 %

aI\INays at theI ffree_zmg temf]eratuna This is the so-called ) entration. We can identify three different regimes, which
O-layer model for ice growth suggested Sgmtnen1976. ;0 qenarated by the zero-growth contour over open water
The proportionality constant is the heat conductivity ofice aw = 0 and the zero-growth contour over ige= 0. Impor-
divided by the actual ice thickneag= /im/C. The conduc-  hyy the zero-growth contours are independent of the state
tive heat flux as a function of ice surface temperature then iyt i ice and constitute the boundaries between three differ-
ent forcing regimes.

In the winter regime, freezing occurs both over ice and
over open watergy > 0, gi > 0). In this regime, shortwave

| del L q | he fresh absorption is negligible, and the longwave heat loss over
N Our model, sea Ice IS assume to melt at the fres Wabpen water is much stronger than over ice, which leads to
ter melting temperatur&,, =0°C at the top. Wheri; <

. . > gi. It therefore follows from Eq.%) that the net ice
T, there is no surface melyy =0, and7; can be derived Bw = & a.9

f _ With a I o f the black-bod i growth rateg decreases for increasing concentration. In the
rom 4i = gc. Ith a linearisation of the lack-body radia- y ansitional regime, growth rates are generally small. Over
tion aroundTy,, we can solve foff; and obtain

open water there is net heating leading to a negative growth
TtkC/hm+ (1— o) SW, + LW + 30T rate of the adjacent ice, whereas growth rate over ice is posi-
Ti = 3 . (A5)  tive (gw <0, gi > 0). In the summer regime, both over open
kC/hm+40 T3 : : : :
water and over ice there is net heating that leads to ice melt
The ice surface temperature cannot get larger thgim (gw <0, gi <0). Over ice, there is less shortwave absorp-
the model, because fdf = T\, the residual heat flux be- tion than over open water, whereas longwave heat fluxes are

kC
QC(Ti)=h—(Ti—Tf). (A4)

m
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small. This impliegy < gi, and therefore the net growth rate inantly close to the ice edge. The diagnostic we use does

increases with increasing concentration. not differentiate between the processes, but we believe that
the major contribution comes from entrainment of warm wa-
A3 Dependence of ice growth on ice concentration ter from below during the deepening of the surface mixed

layer. AsLemke (1987 pointed out, especially at the onset

To quantify the dependence of growth rate on ice con-of freezing the convection can be vigorous enough to explain
centration, we select two representative forcing conditionsthe magnitude of the ocean-ice heat flux that we see in the
one for winter with SW = 0W m~2 and LW, =220WnT2  model.
(marked with a blue dot in Fid), and one for summer with For low ice concentration in winter, the ocean-ice heat
SW, = 160 W nT2 and LW, = 300WnT? (marked with a  flux strongly inhibits ice growth. The most frequent value
red dot in Fig.9). We calculate growth rates from the radia- of the ocean-ice heat flux, expressed as an equivalent melt
tive budget of the IEBM described above, but there are tworate, is 4 cm day, and even much larger values are possible
other contributions to the growth rate that we have neglectedFig. 10e). This compensates the large atmosphere—ice heat
so far: the sensible and latent atmospheric heat flux, and th8ux (Fig. 10d), so that the net growth rate in winter depends
oceanic heat flux. Capturing these effects goes beyond thenly weakly on the concentration (Fig0f). Nevertheless,
scope of the IEBM, but we can diagnose them from daily- since sea ice is closely coupled to the surface mixed layer
mean fields of a long AOGCM run. below, it is the heat content of the coupled system of sea ice

Figure 10 shows a synthesis of ice growth rates derived and surface mixed layer that is essential for the evolution of
from the IEBM, and the occurrence of ice growth rates as di-the ice. This heat content is determined by the atmospheric
agnosed from the AOGCM. During summer (Filfa—c), the  heat flux, and we therefore argue that the atmospheric growth
single curve obtained from the IEBM approximates the oc-rate in winter is more important than the net growth rate. The
currence of growth rates diagnosed from the AOGCM quiteheat that goes from the mixed layer into the ice and inhibits
well, implying that oceanic contributions to ice melt as well ice growth cools the sea-water, so that ice formation is af-
as turbulent atmospheric heat fluxes are negligible. This ifected at a later time.
readily explained since the temperature of the near-surface
atmosphere is close to the melting point, so that turbUIenEAcknowledgementSNe thank Thorsten Mauritsen and Jai-
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