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Abstract 

Objectives: The Strategic Use of Evidence (SUE) is a technique that aims to improve the ability 

to differentiate between liars and truth-tellers. However, while theoretical training provides 

guidance on interview techniques, it lacks opportunities for practical application. Hypotheses: 

We developed two Large Language Model driven AI Suspects with whom participants could 

simulate interviews and hypothesized that these simulations would enhance the transfer of 

training to later interactions with Human Mock Suspects. Method: The study included 156 

Chinese laypersons (78 Interviewers and 78 Human Mock Suspects). The two AI suspects 

followed response rules representing simplified and prototypical examples of liars’ and truth-

tellers’ behaviors under the SUE model. Interviewers were randomly allocated to one of three 

types of training: (a) Instruction & AI Exercise, (b) Instruction, and (c) Control. After the 

training, the participants interacted with either a lying or truthful Human Mock Suspect. Results: 

Receiving interventions made Interviewers use Evidence Framing Matrix (EFM: an important 

tactic within the SUE framework) more frequently, thereby eliciting more inconsistencies 

between the lying Human Mock Suspects’ statements and the evidence (i.e., evidence-statement 

inconsistencies) as well as more inconsistencies within their own statements (i.e., within-

statement inconsistencies). Both Instruction and Instruction & AI Exercise groups used evidence-

statement (in)consistencies more to make their judgments about whether Human Mock Suspects 

were lying or truthful compared to those in the Control group. Additionally, the Instruction & AI 

Exercise group was better at accurately judging whether the Human Mock Suspects were lying 

or truthful compared to the Control group. Conclusions: Overall, this study provided preliminary 

evidence that simulated SUE training with AI Suspects transferred to interactions with Human 
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Mock Suspects in a controllable experimental setting but that the advantage over instruction-only 

was not particularly robust. 

Keywords: Strategic Use of Evidence (SUE), Evidence Framing Matrix (EFM), Deception 

Detection, Artificial Intelligence Exercise 

 

Public Significance Statement—Previous research has found that the Strategic Use of Evidence 

(SUE) technique, which involves incrementally presenting specific pieces of evidence to elicit 

diagnostic cues from liars, is an effective suspect interview technique. However, current SUE 

technique trainings are time-consuming and labor-intensive, requiring extensive preparation by 

the trainers and comprehensive guidance during the interactive practice. Here, we found that 

simulated interviews with Artificial Intelligence (AI) Exercise showed potential for providing 

interviewers with an interactive environment to practice the SUE technique effectively and 

cheaply. 
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Using Large Language Model Based AI Suspects to Train Strategic Use of Evidence: 

Evidence of Transfer 

Extensive research shows that deception-detection accuracy remains low (Bond & 

DePaulo, 2006; Hartwig et al., 2011; Sandham et al., 2022), and experienced investigators 

perform only marginally better than laypersons (Gongola et al., 2017; Vrij, 2004). In response to 

this challenge, a new generation of approaches to suspect interviewing has shifted the focus to 

building rapport with the suspect to facilitate a narrative account as well as to use evidence in a 

strategic way during the interview (Alison et al., 2014; Meissner et al., 2014). One of these 

approaches is the Strategic Use of Evidence (SUE), which involves disclosing evidence 

strategically during interviews to enhance the ability to differentiate between liars and truth-

tellers (for a recent conceptual overview, see Hartwig & Granhag, 2023). However, applying this 

and other proposed techniques effectively in real-world settings presents significant challenges. 

Interviewers must navigate complex interactions where suspects may exhibit hesitation or 

reluctance to answer questions, often due to fears of wrongful accusation or self-incrimination.  

To address these challenges, we introduced a novel training design by using AI-driven 

suspect simulations. We created two Large Language Model-driven AI Suspects to simulate 

interactions with mock suspects (hereafter, referred to as “AI Exercise”). This setup allowed our 

Interviewers to practice applying the SUE technique in a controlled environment before engaging 

with Human Mock Suspects. By comparing three training modalities – Instruction & AI 

Exercise, Instruction only, and Control – we assessed whether AI simulations could enhance the 

transfer of training of the SUE technique to Human Mock Suspects. 

Difficulties in Detecting Deception 
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Deception detection is an important challenge in forensic and investigative fields 

(Ioannou & Hammond, 2015; Volbert & Banse, 2014). In spite of extensive research having 

been dedicated to uncovering cues to deception (e.g., DePaulo et al., 2003, 2004; Levine, 2018; 

Vrij & Granhag, 2012), findings have consistently shown that accuracy of deception detection is 

low (Bond & DePaulo, 2006; Hartwig et al., 2011; Sandham et al., 2022). Moreover, skilled 

professionals are only marginally better than laypersons (Gongola et al., 2017; Vrij, 2004). In 

fact, reliable cues of deception may be scarce and inconsistent across individuals, with even the 

same person exhibiting varied cues in different contexts (Clemens, 2013; DePaulo et al., 2003, as 

cited in Vrij & Granhag, 2007; Sandham et al., 2022). Investigative practitioners have pointed 

out that one of the most important cues to deception is statement inconsistency (Deeb et al., 

2018). If a suspect denies or withholds details about their whereabouts and activities that are 

inconsistent with the available evidence, a so-called evidence-statement inconsistency will occur. 

If a suspect changes their statement to align with newly presented evidence, the statement would 

be consistent with the evidence but inconsistent with their previous statement (i.e., within-

statement inconsistency). Compared to within-statement inconsistencies, officers are more likely 

to seek evidence-statement inconsistencies and believe that these are the most diagnostic cues to 

deception (Deeb et al., 2018), because within-statement inconsistencies are more context-

dependent, and comparatively fewer liars produce them (Granhag et al., 2013, 2015). This 

suggests that liars tend to stick to their original statements and avoid introducing within-

statement inconsistencies (Granhag et al., 2015). However, when some degree of within-

statement inconsistency was found, suspects were more likely to lie rather than tell the truth, thus 

supporting the potential of also within-statement inconsistency in detecting deception (Granhag 

et al., 2015; Deeb et al., 2018). Although interrogation manuals, such as the Reid technique, offer 
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suggestions for identifying deception, only a small number of them have empirical support 

(Hartwig et al., 2007; Tekin et al., 2015). One empirically supported technique is the Strategic 

Use of Evidence (SUE; Granhag & Hartwig, 2015; Hartwig & Granhag, 2023). 

Strategic Use of Evidence (SUE) 

The SUE technique consists of interview strategies aimed at amplifying verbal 

differences between liars and truth-tellers, based on their assumed different strategies when 

facing an interview (Hartwig et al., 2014; Vrij et al., 2017). The SUE technique does this by 

instructing interviewers on the optimal use of available evidence and aims to elicit evidence-

statement inconsistencies and within-statement inconsistencies from liars (Hartwig et al., 2014; 

Granhag & Hartwig, 2015). Specifically, the SUE technique focuses on two aspects of evidence 

disclosure: the timing and the manner in which the evidence is disclosed (Hartwig & Granhag, 

2023; Hartwig et al., 2014). Regarding the timing of evidence disclosure, the SUE technique 

encourages interviewers to withhold evidence at the early stage of the interview (i.e., during the 

questioning phase) (Hartwig & Granhag, 2023; Hartwig et al., 2014). When it comes to the 

manner of evidence disclosure, the Evidence Framing Matrix (EFM) is an important component 

of the SUE framework that gives advice on how to present a single piece of evidence gradually 

to elicit different responses from liars and truth-tellers (Hartwig & Granhag, 2023; Granhag et 

al., 2013; Hartwig et al., 2014). 

 The matrix is composed of two different dimensions. The first dimension refers to the 

strength of the evidence source for the piece of evidence under consideration, which can vary 

from weak to strong. We call this dimension the “evidence strength” dimension. The second 

dimension refers to how much detail the evidence is presented, ranging from low to high 

specificity (Granhag et al., 2013; Hartwig et al., 2014). We call this dimension the “specificity” 
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dimension. For the EFM, the two dimensions are related orthogonally, providing different 

alternatives for how a singular piece of evidence can be presented (Granhag et al., 2013). For 

example, consider a case in which a victim was killed in his villa in City A at the end of his 

birthday celebration. The police found fingerprints on a wine glass, placing a suspect at the scene 

of a crime. In the interview with one of the suspects who had been to the birthday party, the 

interviewer has several options with respect to how to frame the evidence. In brief, the 

interviewer could present it starting from the most indirect form of framing (i.e., weak 

source/low specificity), through one of the intermediate levels (i.e., weak source/high specificity 

or strong source/low specificity), and up to the most direct form of the matrix (i.e., strong 

source/high specificity) (Granhag et al., 2013). For the complete matrix in this case, see Figure 1. 

Compared to truth-tellers, liars tend to adopt more aversive verbal strategies when 

presented with critical information (Granhag & Hartwig, 2015). A suspect who denies their 

whereabouts and activities before the evidence is presented and then sticks to their initial 

statements when faced with evidence through the EFM, may produce more evidence-statement 

inconsistencies than those presented with the evidence directly. If a suspect changes their 

statement to align with the evidence as it is revealed incrementally, they will produce more 

within-statement inconsistencies than those presented with the evidence directly (Granhag et al., 

2013). Moreover, the initial adoption of either withholding or forthcoming verbal strategies by 

suspects may influence how frequently the EFM is employed. Interacting with more forthcoming 

suspects may reduce interviewers’ tendency to use the EFM to challenge their statements. For 

example, if the suspect has already admitted to being at the crime scene, interviewers might 

perceive it as less natural to present evidence to confirm this fact again. Conversely, when 
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suspects withhold information before the evidence presentation, interviewers might find more 

opportunities to use the EFM to challenge their statements. 

 

[Figure 1 will be inserted about here] 

 

Challenges in Training Interview Techniques 

Previous studies have highlighted a gap between recommended techniques and actual 

practices in investigative interviewing. In child interviews, Johnson et al. (2015) revealed that 

despite most interviewers having undergone theoretical training on proper interview practices, 

the acquired knowledge is frequently not applied in real-life interviews. A similar issue appears 

to exist in the interview practices with adult interviewees. Even though there are a plethora of 

guidelines for effectively interviewing both suspects and witnesses, many interviewers still 

conduct interviews in an unsatisfactory manner (Hill & McGeorge, 2008; Zekiroski et al., 2024). 

Challenges also exist in the prevalent training formats of interview techniques. According to 

Cleary and Warner (2016), due to the considerable monetary and human costs of formal training 

programs, most resources for training suspects during interviews are provided informally (e.g., 

peer-to-peer training). The delivery of short and intensive theoretical training is also still 

widespread, which effectively increases trainees’ knowledge but may result in inadequate 

transfer to practice (Johnson et al., 2015; Pompedda, 2018). 

Grossman and Salas (2011) emphasized the importance of realistic training environments 

for training transfer to be maximized and suggested that any training should, as closely as 

possible, mirror the environment in which the targeted technique will actually be applied. 

Theoretical training is abstract, it limits trainees to merely acquiring knowledge without the 
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opportunity for practice (Hajian, 2019). This approach does not align with the Situated Learning 

Theory, which posits that learning is not just a process where an individual psychologically 

constructs knowledge meaning, but rather a process involving participation in social interaction 

and practical environments (Lave & Wenger, 1994). However, for both ethical and pragmatic 

reasons, it is not optimal for interviewers to practice interview techniques in actual situations 

(Powell et al., 2022). Suspect interviews, in particular, may often be high-stakes situations where 

mistakes may undermine an investigation and a subsequent prosecution. To provide interviewers 

with practical opportunities, the most common training formats include engaging in role-playing 

(Powell et al., 2022). However, organizing role-playing requires significant investment, and the 

extent to which the role-player’s behavior actually resembles that of a real suspect is unknown. 

To address these challenges, the present study used Avatar Training with computer-generated 

avatar interviews, designed to provide structured and cost-effective practice opportunities for 

interviewers. 

Training with Computer-Generated Avatars 

Avatar Training was introduced by Guadagno and Powell (2012) and Pompedda et al. 

(2015) for questioning alleged victims in child sexual abuse cases, exhibiting a contextual 

similarity to real-life investigative interviews on both a structural level (i.e., the responding 

algorithms of avatars can mimic a child of a specific age) and surface level (i.e., avatars look like 

children), thereby enhancing the likelihood of a successful transfer of learning to actual 

interviewer-interviewee dyad interactions (Pompedda, 2018). As an innovative approach, 

computer-generated avatar training (i.e., Avatar Training) can be combined with feedback, which 

McCallum (1985) described as a rule generator for future behaviors, highlighting that the 

absence of feedback could impede learning from experience. A recent mega-analysis containing 
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2,208 interviews found a robust effect of feedback in improving interviewers’ questioning skills 

for simulated child sexual abuse interviews with avatars (Pompedda et al., 2022).   

Although there is an increasing number of studies exploring the efficacy of Avatar 

Training in investigative interviews on both child sexual abuse interviews (e.g., Pompedda et al., 

2017; Haginoya et al., 2020, 2025) and eyewitness interviews (e.g., Tohvelmann et al., 2025), 

research on how this approach can assist interviewers in learning targeted interrogation 

techniques and improving deception detection in suspect interviewing remains scarce. Li et al. 

(2024) developed computer-generated suspect avatars to simulate interrogations with criminal 

suspects. The response rules of the avatars were designed based on theory-informed verbal 

strategies employed by both liars and truth-tellers who were motivated to maintain their 

credibility (Granhag et al., 2014; Granhag & Hartwig, 2015). Specifically, liars tend to provide 

vaguer responses or contradict the available evidence to a greater extent when they have not been 

told about the evidence against them, while truth-tellers tend to be forthcoming and honest, as 

supported by previous empirical studies on the SUE technique (Granhag et al., 2013; Hartwig et 

al., 2005, 2006; Luke et al., 2013). However, these rules represent simplified and prototypical 

examples of liars’ and truth-tellers’ behaviors: liars used avoidant strategies—characterized by 

omission and denial until strong source evidence (e.g., surveillance footage) was presented—

while truth-tellers volunteered information and told the truth as it happened. Results from Li et 

al. (2024) indicated that naive interviewers could be trained to apply the SUE technique with 

avatar suspects effectively. Compared to the Control group (41.7%), interviewers in the 

Theoretical Training & Feedback group made more accurate judgments in the second interview 

(87.5%). However, this version of the training required an operator to select responses based on a 
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decision tree. The range of alternative responses that could be given by the avatars was also 

limited to fixed options. These factors limited the scalability and flexibility of the training. 

Suspect Avatar Training Based on Large Language Model (LLM) 

Recently, an increasing number of so-called Large Language Models (LLMs) have been 

developed. LLMs generally refer to models that are trained on a large corpus of text to process 

and generate human-like language outputs (Routray et al., 2023). For instance, OpenAI 

developed a series of Generative Pre-trained Transformer (GPT) models. Based on the 

Transformer architecture and self-attention mechanisms, GPT models learn to predict the next 

word by analyzing the context of the preceding text (Adhikari & Dhakal, 2023). Some 

researchers have explored the performance of LLMs in more complex agent-level tasks, such as 

role-playing (Shanahan et al., 2023). In such role-playing tasks, researchers need to create 

corresponding prompts for the LLM (Yu et al., 2022). So far, researchers have explored LLM-

based child avatars to train interviewers on improving interview quality in child sexual abuse 

cases. Røed et al. (2023) fine-tuned GPT-3 to create child avatars that respond to interviewers’ 

questions. Lammerse et al. (2022) emphasized the importance of incorporating emotional 

components into child avatars. These studies suggest that LLMs could be valuable for training in 

investigative interviews of suspects as well. 

The Present Study 

Aims and Hypotheses 

In the present study, we created two AI suspects on the RealChar platform (Shaunwei, 

2023; https://github.com/Shaunwei/RealChar). Compared to responses chosen by an operator in 

Li et al. (2024), the AI suspects in the present study could autonomously comprehend 

interviewers’ questions and generate corresponding responses (see Figure 2 for the workflow of 

https://github.com/Shaunwei/RealChar
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interaction with an AI suspect). Participants were assigned to two types of roles (i.e., 

Interviewers and Human Mock Suspects) based on whether they could participate in the 

experiment in person. Each Interviewer was randomly allocated to the (a) Instruction & AI 

Exercise, (b) Instruction, or (c) Control group and to subsequently conduct an online interview 

with either a lying or truthful Human Mock Suspect. Before the Human Mock Suspect interview, 

Interviewers in the Instruction & AI Exercise group completed both instructions and AI Exercise, 

while Interviewers in the Instruction group completed solely Instructions. 

 

[Figure 2 will be inserted about here] 

 

To explore whether learning the SUE technique, and particularly the use of the EFM, 

through interactions with AI suspects transfers to interactions with Human Mock Suspects, we 

tested the following hypotheses: 

Hypothesis 1: Interviewers in the Instruction & AI Exercise group would use the EFM in 

their question formulation more frequently compared to Interviewers in the Instruction group, 

and Interviewers in the Instruction group would use EFM more frequently compared to 

Interviewers in the Control group. Interacting with more forthcoming Human Mock Suspects 

would decrease the use of the EFM in both the Instruction and Instruction & AI Exercise groups. 

Hypothesis 2: We predicted an interaction effect between interventions and the 

truthfulness of the Human Mock Suspects on the number of evidence-statement and within-

statement inconsistencies. Specifically, lying and truthful Human Mock Suspects would be more 

effectively differentiated in the number of evidence-statement and within-statement 

inconsistencies in the Instruction & AI Exercise group than in the Instruction group. 
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Furthermore, they would also be more effectively differentiated in the Instruction group 

compared to the Control group. 

Hypothesis 3: The impact of interventions on the number of evidence-statement and 

within-statement inconsistencies produced by lying Human Mock Suspects would be mediated 

by the frequency of EFM use. Interviewers in both Instruction and Instruction & AI Exercise 

groups would use EFM more frequently than those in the Control group, which would result in 

the elicitation of more evidence-statement and within-statement inconsistencies from lying 

Human Mock Suspects. 

Hypothesis 4: Interviewers in the Instruction & AI Exercise group would report using 

both evidence-statement and within-statement (in)consistencies more as the basis for their 

judgments when judging whether the Human Mock Suspect was lying or not compared to 

Interviewers in the Instruction group. Additionally, Interviewers in the Instruction group would 

report using both types of (in)consistencies more as the basis for their judgments compared to 

Interviewers in the Control group. 

Hypothesis 5: Interviewers in the Instruction & AI Exercise group would be more 

accurate in assessing whether the Human Mock Suspect was lying or not compared to 

Interviewers in the Instruction group, and Interviewers in the Instruction group would reach a 

higher accuracy level than those in the Control group. 

Hypothesis 6: The effect of interventions on the accuracy of the Interviewers’ judgments 

would be mediated by the frequency of EFM use. Interviewers in both the Instruction and 

Instruction & AI Exercise groups would use the EFM more frequently, which would 

subsequently improve their judgment accuracy. The effect of interventions on the accuracy of 

Interviewers’ judgments would also be mediated by the reported use of evidence-statement or 
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within-statement (in)consistencies. Interviewers in both the Instruction and Instruction & AI 

Exercise groups would use evidence-statement or within-statement (in)consistencies more, which 

would subsequently improve the accuracy of their judgments. 

Method 

Ethical Permission 

The present study received permission from the Institutional Review Board (IRB) of New 

York University Shanghai (2023-051-NYUSH-New Bund). 

Pre-registration 

The study was pre-registered on AsPredicted: https://aspredicted.org/K4D_KGN. After 

completing the data collection, analyses, and hypotheses of the actual evidence-statement or 

within-statement inconsistencies made by Human Mock Suspects were included to allow for a 

more direct comparison with results reported in previous studies. Statistical analyses and results 

not in the article but included in the pre-registration are presented in Supplementary Materials 

(see Additional Results 1 and 2). We also ran exploratory analyses to establish whether receiving 

either solely Instructions or Instructions and AI Exercise would buffer against a judgment bias in 

Interviewers. 

Participants 

We used G*Power 3.1.9.7 to compute the required sample size. Based on the effect size 

(d = 0.72) reported by Luke et al., (2016) for the comparison between trained participants and 

untrained participants in the use of evidence-framing tactics, we used one-way ANOVA with 

continuous DV set at d = .72 (translating to f = .36), α = .05, 1 − β = .08, and a group size of 3 

(i.e., the three training conditions). The minimum total sample size obtained for the two 

calculations was 78 pairs of participants. Considering that each sample group included an 

https://aspredicted.org/K4D_KGN
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Interviewer as well as a Human Mock Suspect, a total of 78 pairs of participants were recruited 

for this study. With this sample size, there were a total of 13 samples per experimental condition, 

including 26 participants. 

We recruited a total of 202 Chinese laypersons (adults) through social media and 

snowball sampling. Participants were assigned to one of two roles: Interviewers or Human Mock 

Suspects. One experimental pair was composed of one Interviewer and one Human Mock 

Suspect. Twenty-three pairs were excluded from analyses since (a) their scheduled time 

conflicted with other appointments, (b) they read the wrong backstories, and (c) the Interviewers 

in either the Instruction or Instruction & AI Exercise groups did not pass the online screening 

session. The final sample included 156 participants (116 females and 40 males, MAge = 21.81, SD 

= 2.51). Those participants who could participate in the experiment in person played the role of 

an Interviewer (NInterviewer = 78), whilst participants who chose to participate online played the 

role of a Human Mock Suspect (NHuman Mock Suspect = 78). All participants were native Mandarin 

Chinese speakers. All experimental materials were presented in Mandarin Chinese, and the 

experiment was conducted entirely in Mandarin Chinese. 

Each participant received a base payment of 100 Chinese Yuan (RMB) upon completion 

of the experiment. To incentivize Interviewers to be motivated to perform the task to the best of 

their ability, and encourage Human Mock Suspects to avoid being captured and to convince the 

Interviewers of their innocence, we combined participants’ basic compensation with an 

“additional bonus”. Depending on their performance, they could potentially earn (or lose) a 

maximum of 50 RMB according to the compensation scheme below (see Table 1). Additionally, 

participants in the Instruction and Instruction & AI Exercise groups received extra compensation 

for completing their respective training sessions.  
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[Table 1 will be inserted about here] 

 

Experimental Design 

This study used a 3 (Experimental group: Instruction & AI Exercise/Instruction/Control) 

× 2 (Truthfulness of Human Mock Suspect: Lying/Truthful) between-subject design. One day 

before the experiment, the Human Mock Suspects clicked a Qualtrics link (https://qualtrics.com/) 

to view one of six group numbers, which randomly allocated their role as either lying (n = 39) or 

truthful suspects (n = 39). Additionally, it determined whether the Interviewer they interacted 

with had received both instructions and AI Exercise (i.e., Instruction & AI Exercise group: n = 

26), instructions only (i.e., Instruction group: n = 26), or no intervention at all (i.e., Control: n = 

26). 

The Creation and Validation of Artificial Intelligence (AI) Suspects 

Prior to the data collection, we cloned the source code available at an open-source 

character customization platform, RealChar (https://github.com/Shaunwei/RealChar), and 

created two AI suspects, Simon and Charlie. The two AI suspects were designed to assist 

interviewers in training the SUE technique and to explore whether the training efficacy could 

then be transferred to interactions with Human Mock Suspects in interviews. The AI suspects 

provided synthesized speech along with text. Instead of facial animation, the current version of 

the AI suspects only supports a static image. After the initial creation, we validated whether 

these two AI suspects mimicked liars’ verbal strategies based on the decision tree of responding 

rules from Li et al. (2024). 

Initial Creation 

https://qualtrics.com/
https://github.com/Shaunwei/RealChar
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Previous research has illustrated that liars tend to use two verbal strategies to conceal 

critical information: they may either omit information, for example not to mention visits to a 

specific area on the day of the crime when asked free-recall questions (i.e., omission), or they 

might deny, for example deny their presence at this area when confronted with direct questions 

(i.e., denial) (Hartwig et al., 2014). In contrast, truth-tellers typically adopt a forthcoming 

approach, voluntarily disclosing their activities to convince interviewers throughout the process 

(Hartwig et al., 2014). When truth-tellers disclose all relevant whereabouts and activities during 

the early interview stage (before evidence disclosure), their statements—already aligned with the 

evidence—can make interviewers perceive it as less natural to gradually disclose evidence 

through the EFM. Conversely, liars’ selective omissions and denials before evidence disclosure 

create inconsistencies between their statements and the evidence, thereby providing interviewers 

with opportunities to present evidence incrementally to challenge these contradictions. 

Therefore, we assigned both AI suspects as liars to give each Interviewer more opportunities to 

practice the EFM, thereby eliciting more inconsistencies from the AI suspects. The AI suspects 

utilized the gpt-3.5-turbo-16k model to process the Interviewers’ questions and generate 

corresponding responses. The ElevenLabs API (https://api.elevenlabs.io/docs) was used to 

convert the generated responses from text to audio. One hyperparameter of Large Language 

Models (LLMs) is temperature, which controls the randomness and originality of the outputs 

(i.e., the responses of AI Suspects in the present study). Lower temperature settings (i.e., lower 

than 0.5) allow the model to generate more standard and deterministic responses, while higher 

temperature settings (i.e., higher than 0.5) allow the responses to be more random and creative 

(Patel et al., 2024). These AI suspects were guided by few-shot prompting and Retrieval-

Augmented Generation (RAG). 

https://api.elevenlabs.io/docs
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We created prompts that introduced their roles and clarified which strategy should be 

used to handle questions from Interviewers based on decision trees of response rules from Li et 

al. (2024). The prompts for both Charlie and Simon were of two types: System and User 

prompts. In the System prompt, we defined (a) the suspects’ personal information, (b) case 

information, and (c) the response rules for different types of questions, along with corresponding 

examples (see Figure 3 for Charlie in the terrorism case and Figure 4 for Simon in the theft case). 

In the User prompt, we used one or two sentences to emphasize the specificity level for suspects’ 

whereabouts and activities (e.g., “The specificity level of your whereabouts and activities can be 

arranged from low to high: London, Suffolk Street, Soho, Luggage Pros store, browsing the 

Luggage Pros store but buying nothing, purchasing a suitcase at the Luggage Pros store”) and 

instructed AI suspects in (a) keeping role consistency (e.g., “Use ‘Charlie>’ as a response 

prefix”), (b) seeking clarifications from interviewers or expressing emotions appropriately (e.g., 

“If my question is unclear, incomplete, or seems entirely unrelated to the background 

information, feel free to ask me for clarification”), and (c) keeping “memory” updated (e.g., 

“dynamically update admitted whereabouts and activities and block denial or omission for 

already admitted whereabouts and activities”). 

 

[Figure 3 will be inserted about here] 

[Figure 4 will be inserted about here] 

 

RAG works by retrieving relevant information from an external knowledge database 

based on a specific query before generating the responses. By incorporating the retrieved 

information into the generation process, the responses can be produced in more relevant and 
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specific contexts (For a comprehensive review of RAG: Shahade & Deshmukh, 2024). To 

support RAG, three types of materials were uploaded as external knowledge databases: (a) 

Training material texts from Li et al. (2024), (b) Background stories of terrorism or theft cases 

from Li et al. (2024), and (c) Completed interviews in the form of de-identified question-answer 

pairs collected from Li et al. (2024) and from an unpublished pilot study. Participants role-played 

as interviewers and interacted with suspect avatars whose response rules were predefined and 

mechanistic. Each participant was given a maximum of 10 minutes to interact with the suspect 

avatar. They were free to terminate the interview once they felt ready to conclude whether the 

avatar suspect was “lying” or “telling the truth”. Based on the response rules for avatar suspects, 

an operator chose appropriate responses from pre-listed responses. All transcripts were only 

labelled with interview number, distinguishing between interviewers’ questions and avatars’ 

responses. No further coding of question or response types was conducted. For transcripts 

recorded in English, the first author used automated machine translation to convert them into 

Chinese and checked for translation errors. All prompts and materials were uploaded in Chinese. 

To ensure the responses were consistently coherent and accurate across interview rounds, we set 

the Temperature parameter to 0.3.  

Validation Session 

For the terrorism case, we had 85 interviews in total: 69 from Li et al. (2024), including 

22 from its published pilot study, and 16 from the unpublished pilot study. For the theft case, we 

had 53 interviews in total: 47 from Li et al. (2024) and six from the unpublished pilot study.  

For the creation of Charlie in the terrorism case, sixty-eight interview sessions were 

designated as training materials, while another 17 interview sessions served as testing datasets; 

these consisted of 302 question-answer pairs. Meanwhile, for the creation of Simon in the theft 
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case, forty-two randomly selected interview sessions were uploaded as training materials, and 

another 11 interview sessions served as testing datasets; these consisted of 106 question-answer 

pairs. 

The test phrases were mainly divided into two parts: 

A. Question-answer pairs related to available evidence in the background stories. We 

evaluated the consistency between the response strategies of the AI Suspect exercise and 

the response rules of suspect avatars described in Li et al. (2024). 

B. Other question-answer pairs. We evaluated whether the responses of AI suspects were 

aligned with the main intent of the questions presented by the Interviewers. 

After extracting evidence-related question-answer pairs for the two AI suspects, the 

questions presented by the Interviewers were categorized into: (a) free-recall questions before the 

presentation of evidence in the strong source variation (correct responding strategy: 

Omission/Denial), (b) yes/no questions or probing questions before the presentation of evidence 

in the strong source variation (correct responding strategy: Omission/Denial), (c) questions 

related to the criminal activities (correct responding strategy: Omission/Denial), (d) the 

presentation of evidence in a weak source variation (correct responding strategy: 

Omission/Denial), (e) the presentation of evidence in a strong source variation (correct 

responding strategy: Admission), (f) free recall questions after the presentation of evidence in 

strong source variation (correct response strategy: Admission), (g) yes/no questions or probing 

questions after the presentation of evidence in the strong source variation (Correct responding 

strategy: Admission). It should be noted that in the validation process, we treated admissions and 

denials (or omissions) as dichotomies of the same dimension. Oleszkiewicz et al. (2023) pointed 

out the potential risks of treating admissions and omissions (or denials) as two extremes of a one-
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dimensional scale in practice. Assuming that the lack of statements (i.e., omissions) or equivocal 

denials equals an inconsistency with the evidence could strengthen interviewers’ presumptions of 

guilt. However, the ground truth in these cases was known (i.e., we were certain about the 

truthfulness of the suspects’ responses), so the current coding scheme was deemed appropriate. 

Considering the imbalance in the number of questions corresponding to the two response 

strategies—with more for Omission/Denial than for Admission, this evaluation utilized the F1-

score to provide a more comprehensive insight into the responding performance of AI suspects 

(Kubat & Matwin, 1997; Bekkar et al., 2013). The F1-score is a harmonic mean of Precision and 

Recall, used to evaluate the performance of dichotomized classification: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 = 	 !"#$	&'()*)+$
!"#$	&'()*)+)$	,	-./($	&'()*)+$

 (1) 

𝑅𝑒𝑐𝑎𝑙𝑙	 = 	 !"#$	&'()*)+$
!"#$	&'()*)+$	,	-./($	0$1.*)+$

 (2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒	 = 	 2	×	&"$4)()'5	×	6$4.//
&"$4)()'5	,	6$4.//

 (3) 

For the evaluation of Charlie’s response performance, we extracted 95 question-answer 

pairs related to the available evidence in the terrorism case. In the evaluation of the Admission 

strategy, we achieved a Precision of 90.4%, and a Recall of 59.4% with TP (True Positive) = 19, 

FP (False Positive) = 2, and FN (False Negative) = 13 plugged into the formulas (1) and (2). 

Following this, we achieved an F1-score of 71.7% through formula (3). Subsequently, in 

evaluating the performance of the Omission/Denial strategy, with TP = 61, FP = 13, and FN = 2, 

we achieved a precision of 82.4%, a recall of 96.8%, and an F1-score of 89.1%. 

For the evaluation of Simon’s response performance, we extracted 68 question-answer 

pairs related to the available evidence in the theft case. In the evaluation of the Admission 

strategy, we achieved a Precision of 68.2%, a Recall of 93.8%, and an F1 score of 78.9% with 

TP = 15, FP = 7, and FN = 1 plugged into the formulas. Subsequently, in evaluating the 
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performance of the Omission/Denial strategy, with TP = 45, FP = 1, and FN = 7, we obtained a 

precision of 97.8%, a recall of 86.5%, and an F1 score of 91.8%. 

For the other question-answer pairs that were not related to the AI suspects’ whereabouts 

and activities, we used two rules to code the responses provided by the AI suspects. A response 

was coded as 1 (correct) if it (a) closely matched the intent of the interviewer’s question and (b) 

demonstrated consistency in consecutive responses about the same topic within the interview 

session. Otherwise, it was coded as 0 (incorrect). For example, when an Interviewer asked Simon 

about his travel plans, and Simon expressed a desire to visit New York but later changed his 

destination to Spain, the latter response was coded as 0. This type of inconsistency should be 

considered incorrect because it was not induced by the Interviewer’s questioning strategy itself. 

For the evaluation of Charlie’s response performance, out of a total of 207 question-

answer pairs, and regarding the processing and responding to questions not involving response 

strategies, Charlie had an accuracy rate of 93.2%. Of the 38 question-answer pairs, Simon had an 

accuracy rate of 94.7%. 

The examples of “false responses” from AI Suspects are presented in Table 2. In 

conclusion, the two AI suspects were validated and demonstrated high accuracy in following the 

decision tree of response rules in Li et al. (2024). 

 

[Table 2 will be inserted about here] 
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Materials for Interview Proper 

Interviewers in Instruction and Instruction & AI Exercise Groups: Online Screening Test 

Interviewers in both the Instruction and Instruction & AI Exercise groups received a brief 

instruction identical to that used by Li et al. (2024) (see Supplementary Material A). The 

instruction contained: (a) counter-interrogation strategies employed by liars and truth-tellers, (b) 

questioning tactics recommended by the SUE technique, and (c) an introduction to the Evidence 

Framing Matrix (EFM). After these instructional sections, the online screening tests contained 

two multiple-choice questions to assess the Interviewers’ understanding of the questioning 

tactics, and one fill-in-the-blank question requiring the Interviewers to vary evidence dimensions 

(i.e., “You have obtained fingerprints off the counter of a shop that got robbed at noon”) 

appropriately within the EFM quadrants in an example case. 

Interviewers in Instruction and Instruction & AI Exercise Groups: Instructions  

Interviewers in both the Instruction and Instruction & AI Exercise groups received both 

text- and video-based instructions (see Supplementary Material E). The text-based instruction 

provided in this session was more comprehensive than the one used during the online screening 

session the day before the experiment. Additionally, we added a complete homicide case as an 

example in the instructional section to help interviewers understand different verbal strategies 

suspects may employ as a function of different question types. We also added three additional 

multiple-choice questions to the text-based instruction, which addressed: (a) liars’ verbal 

strategies in response to open-ended and closed-ended questions, (b) whether the EFM can be 

used only once within a single interview, and (c) the optimal sequence for presenting evidence 

when multiple pieces of evidence are available. The video-based instruction summarized and 

repeated how to use EFM to structure an interview, with an instructor presenting in the center of 
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the screen, showing slides and explaining the contents. After the video-based instruction, 

Interviewers were required to complete two multiple-choice questions to proceed to the next 

session. These two multiple-choice questions focused on (a) identifying evidence-statement and 

within-statement inconsistencies, and (b) the optimal first step for presenting evidence based on 

the EFM. 

The primary reason for using several pieces of evidence was to provide the Interviewers 

with more opportunities to use the EFM to present each piece of evidence in a controlled 

environment. The present study was not about the different tactical considerations that might be 

relevant when dealing with several pieces of evidence, for example, whether the pieces are 

dependent or independent of each other and possible order effects. However, we instructed the 

Interviewers that when handling the different pieces of evidence, they should gradually close in 

on the crime scene.  

Interviewers in Instruction & AI Exercise Groups: AI Exercise Background Stories and 

Feedback 

Background Stories. The AI Exercise occurred on the RealChar platform, which had 

been cloned locally (see the section The Creation and Validation of Artificial Intelligence (AI) 

Suspects). Both the background stories and feedback materials for Interviewers used in this 

exercise were the same as those used in Li et al. (2024). The background stories were created for 

terrorism and theft cases, providing an overview of case details and available evidence. To 

elaborate, in the terrorism case, the police found several bags and a suitcase buried near King's 

Wood, High Wycombe, containing materials commonly used to produce bombs and detonators. 

Available surveillance camera (CCTV) footage (21 days ago: October 18, 2019) from a store 

(Luggage Pros, Suffolk Street, SOHO, London) showed the suspect needing to be interviewed 
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buying a suitcase identical to the one found buried and containing the bomb-making materials. In 

the theft case, a new phone and a wallet were stolen from a library (Elm Park Road, Enfield, 

London) last Thursday (October 22). The police needed to interview all suspects whose 

fingerprints and/or DNA found on the box matched with their databases from previous criminal 

cases (see Supplementary Material F).  

Feedback. Since all Interviewers interacted with two AI suspects, we orally provided 

both outcome and process feedback after each interview. Outcome feedback indicated whether 

the AI suspect was lying and described his whereabouts and activities on the day of the crime, 

while process feedback addressed two aspects: (1) whether their timing of evidence disclosure 

was appropriate (e.g., “In this interview, you introduced the evidence too early”) and (2) the 

Interviewers' performance in their use of EFM (e.g., “The order in which you introduced the 

evidence during the first interview was not optimal since you changed none of the EFM 

dimensions in the first interview”). Corresponding explanations and examples were provided 

after giving feedback on each aspect of the process (see Supplementary Material G). 

Interviewers and Human Mock Suspects: Background Stories and Oral Instruction 

Background Stories. For Interviewers, the background story described the discovery of 

liquid explosives in a backpack found at a train station. Two individuals were recorded leaving 

the same backpack during the period, and they are now considered suspects in the case (i.e., 

people who were asked to provide a statement regarding their whereabouts and activities). Three 

pieces of evidence were collected from different locations, each reflecting the timeline of the 

Human Mock Suspects’ whereabouts and activities. Evidence 1 was a piece of surveillance 

footage of the suspect taking a Jansport bag out of a courier package and discarding the package. 

Evidence 2 was the report of a public restroom worker who saw the suspect carrying a black 
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backpack into the restroom on the same day. Evidence 3 was a piece of surveillance footage of 

the suspect carrying the Jansport bag at a train station. Interviewers were instructed to determine 

whether the Human Mock Suspect they interacted with was the individual who placed the 

explosive at the train station (see Supplementary Material B).  

For the Human Mock Suspects, the background story required them to role-play as office 

clerks and imagine their whereabouts and activities on the day of the crime. We also provided 

them with a first-person perspective video to help them have a more intuitive understanding of 

the background story and immerse themselves in the role-playing task. Regardless of which 

suspect they were role-playing; they were not allowed to simply say “no comment” or remain 

silent. Instead, they were instructed to convince the Interviewers of their innocence (see 

Supplementary Material B). We specified this instruction because any interview technique would 

fail if suspects remained silent, and none of them can be generalized to such situations. 

Additionally, in the experimental design, we used the terms “guilt” and “innocence” as 

part of the background stories. “Guilt” encouraged deception in Human Mock Suspects within 

the guilty scenario, while “innocence” prompted truthfulness in the innocent scenario. It should 

be noted that these terms were not meant to indicate legal definitions of guilt and innocence. 

Instead, “guilty” and “innocent” corresponded to “lying (i.e., not admitting their criminal 

behavior, such as carrying a bomb to the train station)” and “telling the truth (i.e., admitting to 

leaving a backpack at the train station)”, respectively. Therefore, the primary task for 

Interviewers was not to assess the legal concepts of guilt or innocence, but to detect whether the 

Human Mock Suspect was lying or telling the truth. 

Oral Instructions. The oral instructions highlighted the specific tasks assigned to each 

Interviewer and Human Mock Suspect in the background stories. Additionally, Interviewers in 
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the Instruction and Instruction & AI Exercise groups were encouraged to use EFM and focus on 

inconsistencies produced by the Human Mock Suspects. For Human Mock Suspects, although 

“convince the Interviewer of your innocence” was the specific task, they were encouraged to 

choose their strategies, whether by being forthcoming and telling the truth, or fabricating details 

in their statements (see Supplementary Material C). 

Interviewers and Human Mock Suspect: Questionnaire 

Both Interviewers and Human Mock Suspects received an online questionnaire (see 

Supplementary Material D) and were asked to complete demographic information questions, 

including (a) Age, (b) Gender, and (c) whether they had any experience with investigative 

interviews. After interviewing Human Mock Suspects, Interviewers were asked to complete the 

post-interview questionnaire, which required them to: (a) judge whether the Human Mock 

Suspect was guilty or innocent of the crime, and (b) evaluate the importance of the pre-listed 

(non-)verbal cues that influenced their judgments. They were also allowed to list other cues 

freely in an open text box. 

Dependent Measures 

Coding-Based Dependent Measures 

Use of Free-Recall Questions. The use of free-recall questions was coded when 

Interviewers asked Human Mock Suspects for a free narrative without suggesting their 

whereabouts or activities beforehand. For example, if a free-recall question like “Please 

summarize what you did on June 22” was presented after the question “Did you get a parcel on 

that day?”, we coded the use of free-recall questions as 0 since the previous question indicated 

an activity of the Human Mock Suspect. In contrast, if “Please summarize what you did on June 
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22” was presented as the first question of the interview or only after some questions unrelated to 

the evidence, we coded the use of free-recall questions as 1. 

Frequency of Using the EFM. Each time the Interviewer used the evidence correctly, it 

was assigned 1 point. If the evidence also differed correctly in the dimensions of evidence 

strength and/or specificity from the evidence previously presented by the Interviewers, an 

additional 1 point was assigned. Therefore, each piece of evidence could receive up to 2 points: 1 

point for correct use of the evidence and 1 additional point if the evidence strength and/or 

specificity were appropriately changed. If the evidence strength or specificity dimension of the 

evidence was not correctly changed from the previous one, it received only 1 point. In the coding 

process, we treated the report from a public worker in Evidence 2 as having an evidence strength 

stronger than “information” but weaker than “surveillance footage.” Two examples are presented 

below to illustrate how the frequency of EFM use was coded: 

Interviewer (A): “We have information that shows you were near 123 Xingfu Road, Blue 

Sea Street, Binhai City.” (1 point for using the evidence correctly); “We have surveillance 

footage showing that you were near 123 Xingfu Road, Blue Sea Street, Binhai City. What were 

you doing there at the time?” (1 point for using the evidence correctly and 1 additional point for 

changing the source dimension correctly). In total, Interviewer (A) received 3 points. 

Interviewer (B): “We have information that shows you were near Blue Sea Street, Binhai 

City.” (1 point for using the evidence correctly); “We have information that shows you were 

near 123 Xingfu Road, Blue Sea Street, Binhai City.” (1 point for using the evidence correctly 

and 1 additional point for changing the specificity dimension correctly); “We have surveillance 

footage showing that you were near 123 Xingfu Road, Blue Sea Street, Binhai City. What were 
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you doing there at the time?” (1 point for using the evidence correctly and 1 additional point for 

changing the source dimension correctly). In total, Interviewer (B) received 5 points. 

Level of Forthcomingness. The level of forthcomingness was calculated based on their 

admission of whereabouts or activities related to the evidence in response to the first evidence-

related question. Evidence was scored sequentially (1, 2, 3) based on the criticality of the 

whereabouts and activities it was associated with. The weight of each piece of evidence (Wi) was 

calculated as 𝑊𝑖	 = 74'"$)
8

× 100%. For example, if a Human Mock Suspect admitted to being at 

the “train station” (i.e., the whereabouts indicated in the third piece of evidence), the 𝑊𝑖 of 

response would be calculated as 𝑊3	 = 9
8
× 100%	 = 	50%. The specificity about each piece of 

evidence was rated from 1 to 5. For example, specificity regarding a piece of evidence involving 

a Jansport backpack-5 and a trash bin-4 at Xingfu Road-3, Blue Sea Street-2, and Binhai City-1 

were scored progressively. The level of forthcomingness of the Human Mock Suspects was 

calculated using 	∑9):; ∑<=:; 𝑊𝑖 × 	𝑆𝑗, producing a score between 0 (not forthcoming) and 5 

(fully forthcoming). One example is presented below to illustrate how the level of 

forthcomingness was coded: 

Interviewer (A): “What did you do after you realized your bag was lost?” 

Human Mock Suspect (A): “After I realized it was lost—because I only discovered it 

after boarding the train—I was quite anxious. However, I only contacted the train station staff 

and asked them to keep an eye out for it. Then I went on with my trip.” The level of 

forthcomingness of Human Mock Suspect (A) was calculated by 9
8
× 100% × 5	 = 	2.5. 

Number of Evidence-Statement or Within-Statement Inconsistencies. The number of 

evidence-statement or within-statement inconsistencies made by human mock suspects during 

the interviews was counted. Denials (e.g., “No, I didn't go to the train station”), equivocal 
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denials (e.g., “Okay, you have the evidence. But how could I possibly be in two places at once? 

Lying at home while also going to the train station?”), and omissions (e.g., “I can’t remember 

exactly.”) were counted as evidence-statement inconsistencies. In contrast, changing 

contradictory statements to equivocal admissions (e.g., “I went straight home from Yong'an 

Road, but I might have passed through some other areas along the way, like other streets.”) or 

admissions (e.g., “Yes, I went to the train station.”) was counted as within-statement 

inconsistencies. After counting by the first coder, we randomly selected 20% of the rounds, 

totaling 16 Human Mock Suspect interviews, for independent coding by a second coder. The 

Intraclass Correlation Coefficient (ICC) revealed good and excellent agreement between the two 

coders in the number of evidence-statement inconsistencies (ICC = 0.79, F(15, 15.3) = 8.03, p < 

.001) and within-statement inconsistencies, respectively (ICC = 0.71, F(15, 6.77) = 8.48, p = 

.005). 

Questionnaire-Based Dependent Measures 

Reported Use of Evidence-Statement and Within-Statement (In)consistencies. The 

reported use of evidence-statement and within-statement (in)consistencies was evaluated 

according to the importance attributed to them as a basis for their decisions by the Interviewers. 

We prelisted four verbal and four non-verbal cues. 

Verbal cues: (a) The suspect said something that was inconsistent with the evidence/The 

suspect said something that was consistent with the evidence, (b) The suspect said something 

that was inconsistent with previous statements/The suspect said something that was consistent 

with previous statements, (c) The suspect said something untrustworthy/The suspect said 

something trustworthy, and (d) The suspect said something that was ambiguous and 

incoherent/The suspect said something that was clear and coherent. 
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Non-verbal cues: (a) The suspect shifted their eyes repetitively/The suspect didn’t shift 

their eyes repetitively, (b) The suspect showed unnatural posture with nervous jittery/The suspect 

showed natural posture without nervous jittery, (c) The suspect showed tension in their facial 

expressions/The suspect showed comfort in their facial expressions, and (d) The suspect changed 

their tone of voice frequently/The suspect kept their tone of voice relatively smooth. 

These cues were ranked by their importance by the Interviewers. For example, in the 

verbal cues category, if the Interviewers tended to use evidence-statement (in)consistencies for 

their judgments, they placed this cue at the forefront of the ranking items. Other cues would be 

placed in the second, third, or fourth position. 

The Accuracy of Judgments. The accuracy of judgments refers to whether the 

Interviewer correctly determined if the Human Mock Suspect was lying or telling the truth after 

the interview. 

Procedure 

One Day Before the Experiment 

Interviewers in either the Instruction or Instruction & AI Exercise group who correctly 

completed the test in the online screening session were eligible to participate in the experiment, 

otherwise, they were paid 5 Chinese Yuan (RMB) and excluded from the experiment. Both lying 

and truthful Human Mock Suspects received background stories in text and video versions. 

Subsequently, they were asked to record a video in which they freely recalled the details to 

ensure their comprehension of the story. Following this, the Human Mock Suspects received oral 

instructions from the experimenter (For details of the materials, see the “Interviewers and 

Human Mock Suspects: Background Stories and Oral Instruction” section and Supplementary 

Material C). If the Interviewers to whom they had been paired were not qualified to participate in 
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the experiment, the Human Mock Suspects also received 5 RMB compensation for their time and 

were excluded from the experiment. 

Experiment Day 

Before the Human Mock Suspect Interview 

The experimental session took approximately 1 hour to 1 hour 50 minutes, varying by the 

experimental group for each pair. WeChat and Tencent Meeting (https://meeting.tencent.com/) 

served as communication tools to connect the two participants with the experimenter. Via 

Qualtrics, both Interviewers and Human Mock Suspects received an online questionnaire (For 

details of the materials, see the “Interviewers and Human Mock Suspect: Questionnaire” section 

and Supplementary Material D) and were asked to complete the demographic information 

questions. 

Interviewers: Instructions. Interviewers in either the Instruction or Instruction & AI 

Exercise group spent approximately 20 minutes reading additional text-based instruction and 

watching a video-based instruction created by Li et al. (2024). (For details of the materials, see 

the “Interviewers in Instruction and Instruction & AI Exercise Groups: Instructions” section and 

Supplementary Material E). After reviewing each format of the instruction, they were asked to 

complete several test questions correctly to proceed to the next page of the questionnaire. 

Interviewers: AI Exercise. Interviewers in the Instruction & AI Exercise group spent 

approximately 30 minutes completing the AI Exercise. These Interviewers clicked a randomizer 

in Qualtrics to determine which of the two lying AI suspects they would interview first. Then, 

they were provided with the corresponding background story (For details of the materials, see the 

“Interviewers in Instruction & AI Exercise Groups: AI Exercise Background Stories and 

Feedback” section and Supplementary Material F), along with a maximum of 10 minutes for 

https://meeting.tencent.com/
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preparation. The experimenter instructed Interviewers to interact with the AI suspects displayed 

on the screen by typing their questions using the keyboard (see Supplementary Material for an 

example video). Interviewers listened to the AI suspect responses using earphones. After each of 

the two interviews, the Interviewers received oral feedback from the experimenter on both the 

case outcome and their interview process (For details of the materials, see the “Interviewers in 

Instruction & AI Exercise Groups: AI Exercise Background Stories and Feedback” section and 

Supplementary Material G). 

Background Story and Oral Instruction. After the completion of the demographic 

information (or the Instructions and AI Exercise), each Interviewer received, in text, a 

background story (For details of the materials, see the “Interviewers and Human Mock Suspects: 

Background Stories and Oral Instruction” section and Supplementary Material B). Both 

Interviewers and Human Mock Suspects were informed that they had 10 minutes to organize 

their questions (Interviewers) or response strategies (Human Mock Suspects) before the 

upcoming Human Mock Suspect interview. A printed background story was also prepared for 

each Interviewer for convenient note-taking. To avoid misunderstandings of the instructions 

contained in the background story, oral instructions were also provided to Interviewers as they 

began reading the material (For details of the materials, see the “Interviewers and Human Mock 

Suspects: Background Stories and Oral Instruction” section and Supplementary Material B). 

Human Mock Suspect Interview 

The Human Mock Suspect interview was conducted via Tencent Meeting. Each 

Interviewer was asked to turn on the webcam to interact face-to-face with the Human Mock 

Suspect. Interviewers presented questions freely and listened to the responses from the Human 

Mock Suspects for a maximum of 10 minutes. Once 10 minutes had passed, the experimenter 
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would interrupt the interview. If the Interviewer felt ready to make their judgments, they could 

also terminate the interview before the full 10 minutes. In the transcripts of the recorded 

interviews, interruptions made by the experimenter were not documented. Since the maximum 

length of an interview was 10 minutes, we considered interviews that exceeded nine minutes 

while the Human Mock Suspect was still answering the last question as likely to have been 

terminated by the experimenter. Thirteen out of 78 interviews (16.7%) were interrupted by the 

experimenter. The whole process of the interview was recorded by the screen recording function 

inserted in Tencent Meeting. Conversations from each interview session were transcribed 

verbatim using the automatic transcription feature in Tencent Meeting for further analysis. 

After the Human Mock Suspect Interview 

After the interview, Interviewers were asked to complete a post-interview questionnaire 

(For details of the materials, see the “Interviewers: Post-Interview Questionnaire” section and 

Supplementary Material D). An illustration of the experimental design and main procedures is 

presented in Figure 5. 

 

[Figure 5 will be inserted about here] 

 

Results 

Statistical Analyses 

The testing of each hypothesis was conducted through R programming language (ver. 

4.3.2). For Hypotheses 1 and 2, we used the LeveneTest() function from the package car (Fox & 

Weisberg, 2019) to test the homogeneity of variance for each dependent variable. Subsequently, 

one-way and two-way ANOVAs were conducted with the aov() function. For Hypothesis 1, the 
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emmeans() and pairs() functions from the package emmeans (Lenth et al., 2023) were used to 

conduct post-hoc tests for homogenous variances, and the games_howell_test() function from the 

package rstatix (Kassambara, 2023) was used for heterogeneous variance. For Hypothesis 2, 

planned pairwise comparisons were conducted using the t.test() function with automatically 

adjusted degrees of freedom. To test whether interacting with a more forthcoming Human Mock 

Suspect will reduce the frequency of EFM used by Interviewers in either the Instruction or 

Instruction & AI Exercise group, as part of Hypotheses 1, we used the lm() function.  

To test Hypotheses 3 and 6, we created two dummy variables to distinguish (a) 

Interviewers who received Instruction and those who did not, and (b) Interviewers who received 

the AI Supsect exercise and those who did not. For these two hypotheses, we used the Process() 

function from the package bruceR (Bao, 2023) to test these hypotheses when the mediator is 

continuous (i.e., the frequency of using EFM). When the mediator is an ordinal variable (i.e., the 

reported evidence-statement or within-statement (in)consistencies), we conducted ordinal logistic 

regressions using the polr() function from the package MASS with reported evidence-statement 

or within-statements (in)consistencies as outcomes (Venables & Ripley, 2002). Binary logistic 

regressions were then fitted using the glm() function, with the accuracy of judgments as an 

outcome. The indirect effects were tested using the mediate() function from the package MASS 

(Venables & Ripley, 2002). The 95% Confidence Interval (CI) of all indirect effects was 

obtained with 5000 bootstrap resamples.  

For Hypothesis 4, because the present study used a ranking question, when evidence-

statement (in)consistencies are ranked first, within-statement (in)consistencies can only be 

ranked second, third, or fourth. To minimize the impact of this ranking restriction on the results, 

we first removed within-statement (in)consistencies and re-ranked the remaining three verbal 
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cues: (a) evidence-statement (in)consistencies, (b) The suspect said something untrustworthy/The 

suspect said something trustworthy, and (c) The suspect said something that was ambiguous and 

incoherent/The suspect said something that was clear and coherent. Then, we removed evidence-

statement (in)consistencies and re-ranked the remaining cues: (a) within-statement 

(in)consistencies, (b) the suspect said something untrustworthy/the suspect said something 

trustworthy, and (c) the suspect said something that was ambiguous and incoherent/the suspect 

said something that was clear and coherent. We then performed Kruskal-Wallis tests using the 

kruskal.test() function for reported evidence-statement or within-statement (in)consistencies, 

respectively. Dunn’s tests were performed using dunn.test() function from package dunn.test() 

for significant differences among experimental groups (Dinno, 2024).  

We applied Signal Detection Theory (SDT) to evaluate (1) the ability of interviewers 

from different experimental groups to differentiate between lying and truthful Human Mock 

Suspects, and (2) the judgment bias of interviewers, which reflects their tendency in making 

judgments and was treated as an exploratory analysis. In the Instruction & AI Exercise group, the 

False-Alarm Rate (FAR) equaled to 0 (i.e., Interviewers showed a perfect performance in 

classifying truthful Human Mock Suspects). Therefore, we applied the loglinear method by 

adding 0.5 to both the number of hits and false alarms and adding 1 to both the number of signal 

trials and noise trials before calculating the Hit Rate (HR) and FAR (Stanislaw & Todorov, 

1999). Since in the present study each interviewer made only a single judgment on whether the 

Human Mock Suspect was lying or not, it was not possible to calculate an individual d’ (d prime) 

index of discriminability. Therefore, d’ could only be reported as a descriptive index after 

aggregating responses within each experimental group, but it could not be used to compare 

differences across groups. To test the differences in judgment accuracy among the experimental 
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groups (i.e., Hypothesis 5), we used χ² tests performed with the tab_xtab() function from the 

package sjPlot (Lüdecke, 2023). If the group differences were significant, tests of proportions 

were conducted between each pair of experimental groups using the prop.test() function. 

Judgment bias was measured by calculating criterion (C). If interviewers were biased toward 

judging Human Mock Suspects as lying, they had a C < 0 (i.e., a liberal judgment); in contrast, if 

interviewers tended to believe that Human Mock Suspects were truthful, they had a C > 0 (i.e., a 

conservative judgment) (Abdi, 2007).  

Within-Session Results (AI Exercise) 

One Interviewer’s second interview was not recorded and thus was excluded from the 

analysis. We found that Interviewers used EFM more frequently to present evidence during the 

second interview (M = 5.00, SD = 1.70) compared to their first one (M = 4.23, SD = 1.99) after 

receiving feedback, t(25) = −2.12, p = .036, d = 1.80. This result again suggests, similar to Li et 

al. (2024), that AI Exercise can train Interviewers in the use of EFM within AI Exercise. 

The Impact of Interventions on the Questioning Strategies of Interviewers 

The Impact of Interventions on the Use of Free-recall Questions 

A Chi-square (χ²) test revealed significant group differences on whether Interviewers 

used a free-recall question at the beginning of interviews,χ2(2) = 18.65, p < .001, φ = .49. After 

conducting Chi-square (χ²) tests of proportions between each pair of experimental groups, we 

found that compared to the Interviewers in the Control group (50%), those in the Instruction & 

AI Exercise group (96.2%), χ2(1) = 11.83, p < .001, 95% CI [0.22, 0.70]; and those in the 

Instruction group (88.5%), χ2(1) = 7.31, p = .007, 95% CI [0.12, 0.65],more often started the 

interview with a free-recall question to allow the Human Mock Suspects to freely tell their 

whereabouts and activities on the day of the crime. However, no significant difference was 
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observed between the Interviewers in the Instruction & AI Exercise group and the Instruction 

group, χ2(1) = 0.27, p = .603, 95% CI [−0.10, 0.26]. 

The Impact of Interventions on the Frequency of Using EFM 

A One-way ANOVA showed significant group differences on the frequency of using 

EFM, F(2, 75) = 6.19, p = .003, ηp2 = .14. Interviewers in both the Instruction & AI Exercise 

(MInstruction & AI Exercise = 2.04, SD = 2.65) and the Instruction group (MInstruction = 2.58, SD = 2.34) 

used EFM more frequently compared to those in the Control group (MControl = 0.58, SD = 1.03),  

MDInstruction & AI Exercise − Control = 1.46, SE = 0.39, p = .034, 95% CI [0.09, 2.83]; MDInstruction − Control 

= 2.00, SE = 0.35, p < .001, 95% CI [0.77, 3.23]. Again, no significant difference was observed 

between the Interviewers in the Instruction & AI Exercise and the Instruction groups, 

MDInstruction & AI Exercise − Instruction = −0.54, SE = 0.49, p = .718, 95% CI [−2.21, 1.13]. A multiple 

linear regression showed that interaction with more forthcoming Human Mock Suspects led to a 

decrease in the frequency of using EFM by the intervened Interviewers, B = −0.75, SE = 0.17, 

t(50) = −4.35, p < .001. Therefore, Hypothesis 1 was partially supported. 

The Impact of Interventions on the Number of Inconsistencies and Reported Use of 

(In)consistencies 

The Impact of Interventions on the Number of Inconsistencies 

The 3 (Experimental group: Instruction & AI Exercise/Instruction/Control) × 2 

(Truthfulness of Human Mock Suspect: Liar/Truth-teller) ANOVA with the number of evidence-

statement inconsistencies revealed a significant interaction effect, F(2, 72) = 3.20, p = .047, ηp2 = 

.08, and significant main effects for Experimental group: F(2, 72) = 3.53, p = .034, ηp2 =  .09; 

and for Truthfulness of Human Mock Suspect: F(1, 72) = 29.84, p < .001, ηp2 = .29. However, 

for the number of within-statement inconsistencies, we did not find significant interaction 
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between the experimental group and the truthfulness of Human Mock Suspect, F(2, 72) = 2.21, p 

= .117, ηp2 = .06. A main effect was detected only for the truthfulness of Human Mock Suspect, 

F(1, 72) = 9.33, p = .003, ηp2 = .11.  

Planned pairwise comparisons within each experimental group showed that lying Human 

Mock Suspects produced significantly more evidence-statement inconsistencies compared to 

truthful Human Mock Suspects in both the Instruction (MLying = 4.46, SD = 3.41; MTruthful = 0.77, 

SD = 2.49), t(21.97) = 3.16, p = .005, d = 1.24; and the Instruction & AI groups (MLying = 4.46, 

SD = 3.48; MTruthful = 0.15, SD = 0.38), t(12.28) = 4.44, p < .001, d = 1.74, with a greater 

difference observed between lying and truthful Human Mock Suspects in the Instruction & AI 

group. No significant difference was observed in the Control group (MLying = 1.46, SD = 1.98; 

MTruthful = 0.38, SD = 1.39), t(21.47) = 1.60, p = .123, d = 0.63 (see Figure 6). When looking at 

the number of within-statement inconsistencies produced by Human Mock Suspects, a 

significant difference was observed between the lying and truthful Human Mock Suspects in the 

Instruction & AI Exercise group (MLying = 1.31, SD = 1.38; MTruthful = 0.15, SD = 0.38), t(13.77) 

= 2.91, p = .011, d = 1.14. We did not observe any significant difference in either the Instruction 

(MLying = 0.85, SD = 1.46; MTruthful = 0.15, SD = 0.55), t(15.38) = 1.60, p = .131, d = 0.63; and 

Control group (MLying = 0.23, SD = 0.60; MTruthful = 0.15, SD = 0.55), t(23.86) = 0.34, p = .737, d 

= 0.13. Therefore, Hypothesis 2 was partially supported. 

The Impact of Interventions on the Number of Inconsistencies Through the Frequency of 

Using EFM.  

The indirect effects and their 95% confidence intervals (CIs) for the mediation model 

were estimated using 5000 bootstrap resamples. We found that the frequency of EFM use 

mediated the relationships between the interventions (i.e., combining Instruction and Instruction 
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& AI Exercise groups) and the number of evidence-statement and within-statement 

inconsistencies. After receiving the interventions, Interviewers used EFM more frequently to 

present evidence, thereby significantly increasing the number of evidence-statement, Indirect 

Effect = 1.57, SE = 0.61, p = .010, 95% CI [0.52, 2.87]; and within-statement inconsistencies 

obtained from lying Human Mock Suspects, Indirect Effect = 0.56, SE = 0.26, p = .030, 95% CI 

[0.10, 1.10]. Therefore, Hypothesis 3 was supported. 

The Impact of Interventions on the Reported Use of (In)consistencies 

Kruskal-Wallis tests revealed significant group differences in the reported use of 

evidence-statement (in)consistencies. More than two-thirds of the Interviewers in both the 

Instruction group (69.2%, 18/26) and the Instruction & AI Exercise group (73.1%, 19/26) ranked 

evidence-statement (in)consistencies as the most important verbal cue for making judgments, 

compared to the other two verbal cues. In contrast, 38.5% (10/26) of Interviewers in the Control 

group did so. Planned pairwise comparisons were conducted using Dunn’s tests, with Holm 

correction for multiple comparisons. The results showed that compared to the Interviewers in the 

Control group, those in both Instruction used evidence-statement (in)consistencies more 

frequently to assess whether the Human Mock Suspect was lying or telling the truth, Z = 2.28, p 

= .022. A similar pattern was found between the Control and Instruction & AI Exercise groups, Z 

= 2.62, p = .013. However, no significant differences were observed in the comparison between 

the Instruction group and the Instruction & AI Exercise group, Z = −0.34, p = .367. Turning to 

within-statement (in)consistencies, we found that half of the Interviewers in the Instruction & AI 

Exercise group ranked within-statement (in)consistencies as the most important verbal cue for 

making their judgments, compared to the other two verbal cues. In contrast, less than half of the 

Interviewers in the Instruction (34.6%, 9/26) and the Control groups (38.5%, 10/26) did so. 
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Planned pairwise comparisons did not reveal any significant difference. Therefore, Hypothesis 4 

was only partially supported. 

 

[Figure 6 will be inserted about here] 

 

The Impact of Interventions on the Accuracy of the Judgments Reached by the 

Interviewers 

The Impact of Interventions on the Accuracy of the Judgments 

In the Control group, the FAR exceeded the HR of interviewers, indicating a tendency to 

falsely classify truthful Human Mock Suspects as lying ones (d’ = −0.23). In contrast, Instruction 

group showed moderate discriminability (d’ = 0.64), and the highest discriminability was 

observed in the Instruction & AI Exercise group (d’ = 2.48). A Chi-square (χ²) test revealed a 

significant overall difference in judgment accuracy among experimental groups, χ2(2) = 10.54, p 

= .005, φ = .37. Chi-square (χ²) tests of proportions found that receiving solely Instruction 

(61.5%) slightly improved the ability of the Interviewers to make accurate judgments compared 

to those in the Control group (46.2%), though the difference was not statistically significant, 

χ2(1) = 0.70, p = .404, 95% CI [−0.15, 0.46]. However, Interviewers in the Instruction & AI 

Exercise group (88.5%) reached more accurate judgments on whether the Human Mock Suspects 

were lying or telling the truth compared to those in both the Instruction, χ2(1) = 3.69, p = .055, 

95% CI [0.01, 0.53], and the Control groups, χ2(1) = 8.74, p = .003, 95% CI [0.16, 0.69], with 

the latter comparison being significant. Hence, Hypothesis 5 was partially supported. 

When we separately considered the differences in accurately detecting lying or truthful 

Human Mock Suspects among experimental groups, no significant difference was found between 
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the experimental groups in detecting liars, χ2(2) = 0.27, p > .999, φ = .08. However, Interviewers 

in the Instruction & AI Exercise group (100%) were significantly better at recognizing truthful 

Human Mock Suspects than those who received only instructions (46.2%), p = .008, or those 

without any intervention (23.1%), p < .001. No significant difference was found between the 

Instruction and Control groups.  

The Impact of Interventions on the Accuracy of the Judgments Through the Frequency of 

EFM Use and Reported Use of (In)consistencies.  

Bootstrap resampling (5000 simulations) was used to estimate the indirect effect with 

their 95% confidence intervals (CIs). Regarding Hypothesis 6, the increased accuracy of 

Interviewers’ judgments due to these interventions was not significantly mediated by more (a) 

frequent use of more EFM or (b) reported use of evidence-statement or within-statement 

(in)consistencies (see Supplementary Materials H for the statistical results). Hence, Hypothesis 6 

was not supported. 

The Impact of Interventions on Judgment Bias  

Judgment bias occurs when Interviewers tend to judge Human Mock Suspects as lying 

(on the one hand) or truthful (on the other hand). We found that Interviewers in both Control (C 

= −0.62) and Instruction groups (C = −0.42) showed lie bias in making their judgments, with a 

stronger tendency observed in the Control group. However, a truth bias was detected in the 

Instruction & AI Exercise group (C = 0.56), indicating that they tended to make more 

conservative judgments. 

Discussion 

In interviewer training, interviewers can learn skills through different methods, including 

theoretical instructions and role-playing. However, since a suspect interview is a complex and 
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dynamic process, there are reasons to believe that role-playing would facilitate the development 

of procedural knowledge of interview techniques and provide a practical environment for 

interviewers. Considering the required investment and the potential unpredictability of role-

played suspects’ behaviors, in the present study, we used an AI Exercise approach that offers a 

formal and standardized method of training that can integrate different interventions, such as 

instruction and feedback. Moreover, our experimental setup focused on the use of the Evidence 

Framing Matrix (EFM) as an exercise example, which is an integral part of the Strategic Use of 

Evidence (SUE) technique (Granhag et al., 2013; Hartwig & Granhag, 2023). We created two AI 

suspects and randomly allocated participants to one of three groups: (a) Instruction & AI 

Exercise group, (b) Instruction group, and (c) Control group. After the training, the participants 

interacted with either a lying or truthful Human Mock Suspect. 

Artificial Intelligence (AI) Exercise Shows Only Marginal Advantage in Improving 

Questioning Strategies Beyond Instructions 

 Compared to the Control group, we found that Interviewers in both the Instruction & AI 

Exercise and Instruction groups were more likely to start the interview by posing a free-recall 

question. They also used the EFM more frequently to present evidence during the interview, 

indicating that the instruction had prompted the Interviewers to formulate questions aligned with 

the SUE framework. However, we found no differences in the use of free-recall questions and 

the frequency of using EFM between the Interviewers in the Instruction & AI Exercise and the 

Instruction group. These findings partially replicated the results from Luke et al. (2016), who 

found that theoretically trained interviewers (i.e., those trained to ask questions in a funnel 

structure and present evidence tactically) used EFM to a greater extent than untrained 

interviewers. However, AI Exercise did not add any additional effect regarding the use of EFM 
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compared to instruction alone. One potential explanation could be related to the online screening 

session. One day before the experiment, interviewers in either the Instruction or Instruction & AI 

Exercise group had to correctly complete a comprehension test to be eligible to participate in the 

experiment. This procedure might have introduced a selection bias: Only participants who had 

already gained a basic understanding of EFM were allowed to proceed. Another potential 

explanation could be that for interview techniques with a clearly defined structure and procedure, 

such as EFM, instruction alone might be sufficient to support understanding and application in 

an artificial and controlled experiment (i.e., three pieces of evidence in the background stories 

were well-designed to align the use of EFM).  

Interventions Elicit More Actual Evidence-Statement Inconsistencies from Lying Human 

Mock Suspects 

Our findings revealed that interacting with instructed Interviewers (compared to 

Interviewers without receiving instructions), lying Human Mock Suspects produced more 

evidence-statement inconsistencies rather than within-statement inconsistencies (Hypothesis 2 

was partially supported). A greater difference was observed in the Instruction & AI Exercise 

group than in the Instruction group. For Interviewers in both the Instruction and Instruction & AI 

Exercise groups, more frequent use of EFM increased the number of inconsistencies produced by 

lying Human Mock Suspects (Hypothesis 3 was supported). 

While a significant difference was observed only between lying and truthful Human 

Mock Suspects in terms of their within-statement inconsistencies in the Instruction & AI 

Exercise group, this result does not directly support the transfer effect of the intervention itself. 

Importantly, within-statement inconsistency is a by-product of suspects’ verbal strategies, which 

occurs when Human Mock Suspects choose to change their initial statements, rather than a direct 
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outcome of the intervention itself. Therefore, the lack of significant differences between lying 

and truthful Human Mock Suspects in the Instruction group might reflect individual variability 

of suspects’ verbal strategies, rather than indicating a limitation of the instruction-only 

intervention. 

 First, the particular relation between evidence-statement and within-statement 

inconsistencies may play a role. Before the evidence presentation phase, if a Human Mock 

Suspect denies their whereabouts and activities and chooses to maintain their initial statements 

during evidence presentation, they are likely to produce more evidence-statement inconsistencies 

but no within-statement inconsistency. Conversely, if a Human Mock Suspect decides to 

repeatedly alter their statements in response to the presented evidence, they will likely produce 

more within-statement inconsistencies but fewer evidence-statement inconsistencies. As a result, 

it is not likely to obtain a pattern of a simultaneous increase in both evidence-statement and 

within-statement inconsistencies. Second, it is essential to consider different possibilities for the 

emergence of these two types of inconsistencies. Evidence-statement inconsistencies may occur 

during the questioning phase before the evidence disclosure phase. However, within-statement 

inconsistencies are more likely to occur only during the evidence disclosure phase, specifically 

after the Human Mock Suspect becomes cognizant of the evidence presented against them.  

Artificial Intelligence (AI) Exercise Shows Limited Effects on Interviewers’ Reliance on 

Within-Statement (In)consistencies 

We found that Interviewers in the Instruction and Instruction & AI Exercise groups 

increased (compared with the Control group) their use of evidence-statement (in)consistencies 

but not their use of within-statement (in)consistencies to assess whether the Human Mock 

Suspects were lying or not (Hypothesis 4 was therefore partially supported). Although we 
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observed that half of the Interviewers in the Instruction & AI Exercise group—more than in any 

other experiment group—ranked within-statement (in)consistencies as the most important verbal 

cue. However, no significant differences were found between any pair of experimental groups. 

Overall, these results indicate that interviewers in the Instruction & AI Exercise group used both 

types of (in)consistencies more frequently than those in the other groups; however, a significant 

difference was only observed between the Instruction & AI Exercise group and the Control 

group in the use of evidence-statement (in)consistency. The potential explanations might be 

twofold. First, previous research has shown that within-statement inconsistencies are less 

common compared to evidence-statement inconsistencies in suspects’ verbal responses (Granhag 

et al., 2013; Luke et al., 2016). This pattern may help explain why no significant difference was 

observed between the Instruction & AI group and the Control group in their use of within-

statement (in)consistency. Second, regarding the design of our measurement tools, we used 

ranking questions with pre-listed cues for Interviewers, which might have confounded our 

results. Since all available cues were already listed, we can only conclude which pre-listed verbal 

cues Interviewers ranked as more important, rather than determining whether they actually used 

these specific verbal cues. 

AI Exercise Increases Judgment Accuracy in Truthful Human Mock Suspects 

Receiving sole instructions enabled Interviewers to more accurately judge whether 

Human Mock Suspects were lying or telling the truth compared to those in the Control group, 

although the difference was not significant. When Interviewers received both instructions and AI 

Exercise, the accuracy of their judgments was improved compared to those in either the 

Instruction group or the Control group, with a significant difference observed in comparison with 

the Control group (Hypothesis 5 was partially supported).  
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When we separately considered the effectiveness of interventions in accurately detecting 

lying or truthful Human Mock Suspects, significant differences were observed only between the 

Instruction & AI Exercise group and the Instruction or Control group in detecting truth: 

Interviewers in the Instruction & AI Exercise group performed better at recognizing truthful 

Human Mock Suspects than those who received only instructions or no intervention. These 

results might be interpreted as being related to the potential influence of representativeness 

heuristics (Kahneman & Tversky, 1973). AI Exercise allows Interviewers to interact with 

unforthcoming lying suspects, who produced a high number of inconsistencies. This might help 

Interviewers form a prototype of how lying Human Mock Suspects would behave during the 

interview. As a result, when Interviewers later interacted with truthful Human Mock Suspects, 

they may more easily recognize that these verbal behaviors did not match what they have seen 

during the AI Exercise, consequently increasing their judgment accuracy. Although 

representativeness heuristics can save time and improve judgment accuracy when there is 

structural similarity between the AI Exercise and the Human Mock Suspect interviews, they can 

still be problematic in real-life situations (Bílek et al., 2018), where suspects’ behaviors do not 

always follow stereotypical patterns as they do in the controlled settings. 

To evaluate the impact of different interventions, it is crucial to design the available 

evidence of Human Mock Suspect interviews to align with the two dimensions of EFM (since we 

instructed interviewers to use it in organizing their presentation of evidence). If the structure of 

the evidence differs substantially from that used in the instructions and AI Exercise, it would be 

difficult for us to determine whether any observed performance reflects the efficacy of the 

interventions. However, the three pieces of evidence were created to align with the two 

dimensions of the EFM, which do not sufficiently reflect the complexity of real-life cases, where 
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multiple criminal tasks occur across different phases (Oleszkiewicz & Watson, 2021). A second 

concern is that our Human Mock Suspects were young Chinese adults, most of whom were 

entirely truthful and were open and honest in providing information (Clemens & Grolig, 2019; 

Oleszkiewicz & Watson, 2021). Especially in the Instruction & AI Exercise group, the 

Interviewers elicited fewer inconsistencies for the truthful Human Mock Suspects compared to 

the Interviewer in the other two groups. However, in real-life suspect interviews, truthful 

suspects might also be deceptive to avoid overall suspicion (James-Kangal et al., 2018). Thus, 

we cannot be certain whether the high accuracy in detecting truthful Human Mock Suspects in 

the Instruction & AI Exercise group should be attributed to the effectiveness of AI Exercise, or if 

it is due to the “perfect openness and honesty” counter-interrogation strategies employed by the 

truthful Human Mock Suspects. Therefore, we acknowledge that caution is still needed when 

considering the generalization of these results to real-life suspect interviews. Further studies are 

needed to examine the effectiveness of AI Exercise in more complex criminal scenarios with a 

more diverse range of Human Mock Suspects. 

Unexpectedly, we did not find a mediating effect of the frequency of EFM use between 

interventions and the accuracy of judgments, and a reason for this might be that the interventions 

primarily increased overall detection accuracy by improving the performance in detecting truth-

tellers. However, interacting with truthful Human Mock Suspects gave Interviewers fewer (or 

no) opportunities to apply for EFM. Moreover, we also did not find a mediating effect of using 

either evidence-statement or within-statement (in)consistencies (Hypotheses 6 were not 

supported). A possible explanation for these results could be the limitation of measurement tools. 

As previously mentioned, ranking questions with pre-listed cues may not accurately reflect the 

actual basis for the conclusions made by the Interviewers.  
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After receiving the AI Exercise, Interviewers tended to make more conservative 

judgments. Specifically, they were more likely to judge Human Mock Suspects as truthful rather 

than lying, compared to the other two experimental groups. This result was not hypothesized. On 

the one hand, the result suggests that AI Exercise made the Interviewers pay more attention to 

both evidence-statement and within-statement inconsistencies, rather than searching for non-

diagnostic cues during the interview, which means that AI Exercise can potentially guide them to 

change their judgment strategies. On the other hand, this result also suggests a limitation in the 

current response strategies of AI suspects. Even if our primary aim of using AI Exercise to 

provide Interviewers with opportunities to practice SUE technique and receive feedback, 

stereotypical response types of AI suspects may encourage representativeness heuristics and 

simplify decision-making process. Using more natural language (e.g., incorporating discourse 

markers between statements to avoid abrupt inconsistencies) would help AI suspects better 

simulate the dynamics of real-life suspect interviews. When looking at the reason why 

Interviewers in both the Control and Instruction groups showed a lie bias, the lack of ecological 

validity in the background scenario could be a potential reason. The three pieces of evidence 

presented were ambiguous. For example, the third piece of evidence: both lying and truthful 

suspects had left a backpack at the train station. While lying suspects left the backpack with 

bombs, truthful suspects left it accidentally. However, without specific instructions, Interviewers 

may have interpreted these pieces of evidence as indicative of criminal behaviors (i.e., left the 

backpack with bombs), overlooking the possibility that they could support alternative 

explanations. 

Strengths and Implications 
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Cleary and Warner (2016) pointed out that most police officers receive informal training, 

as formal training requires considerable monetary and personnel costs. Regarding formal training 

methods, 71.8% of interviewers reported receiving training via a book or manual, while 42.6% 

received instructional videos. Grossman and Salas (2011) suggested that for successful transfer, 

learners need to have opportunities to apply their new skills and abilities. Providing a relevant 

training context allows trainees to apply their gained knowledge in an appropriate environment, 

which significantly contributes to the transfer of training. In the present study, we created two 

lying AI suspects for the use of SUE technique, particularly focusing on the EFM. This AI 

Exercise supports two scenarios (i.e., theft and terrorism cases) that police interviewers face in 

actual interviews and provides an opportunity for interviewers to receive timely feedback (Lamb, 

2016), as well as offering a more controllable practice environment compared to interacting with 

role-play human suspects. The application of the Large Language Model (LLM) in the role-

playing task has given rise to several platforms that provide character customization services, 

allowing training customizers to easily customize the personal information, personality, voice, 

and appearance of suspects. Unlimited by geographical locations, AI Exercise can reduce 

expenditure on travel, lectures, and hiring role-players, and is therefore potentially cost-effective 

(Benson & Powell, 2015; Lamb, 2016). 

Limitations and Future Directions 

Any designed exercise should meet the use needs of professionals. However, both 

Interviewers and Human Mock Suspects in our study were laypersons, limiting the ecological 

validity of the results. For future studies, AI Exercise should also be applied to professionals to 

assess its efficacy. 
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The current version of AI Exercise (Chinese version) only allows text input, reducing the 

immersive experience for trainees. Additionally, the AI suspects were created to follow the 

response rules from Li et al. (2024), which were simplified and prototypical examples of liars’ 

and truth-tellers' behaviors, thus exaggerating the differences between liars’ and truth-tellers’ 

responding strategies compared to real-life settings. Finally, due to the lack of question-answer 

pairs that can be used to train AI suspects and the limitations of gpt-3.5-turbo-16k itself, the AI 

suspects have some issues in mimicking the response rules. In future studies, AI suspects could 

be trained based on how human mock suspects respond to questions from interviewers, to 

produce more realistic responding algorithms for AI suspects. 

Both text-based and video-based instructions provided some guidelines for how to 

disclose evidence to elicit more evidence-statement and within-statement inconsistencies from 

lying suspects as cues to deception. By offering some procedural details, Interviewers could 

follow these guidelines to disclose the evidence during interactions with Human Mock Suspects. 

However, some details were not included in the instructions, such as how many free-recall 

questions and specific questions should be asked before presenting the available evidence. 

Additionally, we did not specify counter-interrogation strategies for lying or truthful Human 

Mock Suspects (i.e., they could choose to be forthcoming or fabricate details in their statements). 

Therefore, there remains some flexibility in the choice of questioning strategies based on the 

actual counter-interrogation strategies employed by the Human Mock Suspects. Overall, the 

Interviewers seem to have (at least partially) acquired the ability to use the EFM in their 

interactions with Human Mock Suspects. However, since the instructions did not provide 

comprehensive guidance on the SUE technique, it is necessary to improve the instructions in 

future studies to enhance interviewers’ acquisition of the SUE technique. 
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There are two main concerns with the background story. One concern lies in the three 

pieces of evidence presented in the story. We employed a basic experimental paradigm involving 

only one criminal task, which may not fully capture the complexity of real-life criminal cases 

(Oleszkiewicz & Watson, 2021). The type of structured, EFM-aligned, and highly reliable 

evidence can be scarce or nonexistent in real cases (Oleszkiewicz et al., 2023). Additionally, the 

three pieces of evidence used in this study were ambiguous in distinguishing between lying and 

truthful suspects, which allowed for some unwanted interpretation flexibility regarding evidence 

for Human Mock Suspects. Another concern relates to the instructions mentioned in the 

background story. Human Mock Suspects were not allowed to simply say “no comment” or 

remain silent. May et al. (2023) reported that more than half of the suspects remained silent in 

guilty interview situations, while 18.4% of suspects did so in innocent situations. However, we 

did not consider this variation in Human Mock Suspect behavior in this study, as no interview 

techniques can be generalized to such situations where suspects do not speak.  

Based on these limitations, we acknowledge that any results found in this study regarding 

the AI Exercise improving the accuracy in detecting truth should be interpreted with caution in 

terms of their generalizability into real-life interviews. This is because the background 

information we used in the Human Mock Suspect interview differs from real cases. In future 

studies, researchers can explore how well such interventions transfer to more naturalistic 

interview settings. 

We did not control the training time between Instruction and Instruction & AI Exercise 

groups, which might confound the transfer effect of AI Exercise with the additional time 

learning. It is true that the Interviewers in the Instruction & AI Exercise group spent more time 

learning. However, the simulation was new and somewhat difficult, which could have increased 
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the cognitive load or made the Interviewers feel exhausted and, consequently, pay less attention 

during the interview. Despite this disadvantage, we still found that Interviewers in the Instruction 

& AI Exercise group made more accurate judgments than the other two groups, supporting the 

potential of the AI Exercise itself. 

Human Mock Suspects were required to “imagine” their whereabouts and activities based 

on their background stories. Moreover, conducting interviews online presented challenges in 

simulating real-life interviews. In real-life interviews, interviewers can pick up a variety of cues, 

including verbal cues, body language, and facial expressions. However, in the present study, 

these cues are often limited in online meeting-based interviews due to network instability and 

limitations in video and audio quality (e.g., Archibald et al., 2019; Seitz, 2016). These 

differences between the Human Mock Suspect interview and real-life suspect interviews could 

hinder the transferability of the AI Exercise’s efficacy to actual police interviews. Therefore, 

future studies could involve Human Mock Suspects participating in simulated criminal acts (not 

involving real crimes) and interacting with the interviewer in person. 

Oleszkiewicz et al. (2023) pointed out the potential risks of treating admissions and 

omissions (or denials) as two extremes of a one-dimensional scale in practice. Assuming that the 

lack of statements (i.e., omissions) or equivocal denials equals an inconsistency with the 

evidence could strengthen interviewers’ presumptions of deception. However, as previously 

mentioned, the ground truth in this case was known (i.e., we were certain about the truthfulness 

of the suspects’ responses), so the current coding scheme was deemed appropriate. In future 

studies, it is important to consider omissions and equivocation as unresolved discrepancies and 

encourage interviewers to seek possible explanations from suspects. 
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Beek et al. (2021) suggested that an implicit underlying assumption of the SUE technique 

is that the evidence to be disclosed should be correct, thus making suspects aware that 

interviewers might hold some relevant information against them. In the present study (or other 

experimental studies), researchers can make sure that the evidence is scripted to be corrected 

(i.e., the ground truth is known). However, in real-life settings, disclosing ambiguous or incorrect 

evidence can be problematic with eliciting false confessions from innocent suspects, or 

influencing counter-interrogation strategies of guilty suspects. Therefore, for future studies, it is 

crucial to instruct interviewers to evaluate the evidential value of available evidence during the 

preparation for suspect interviews (Beek et al., 2021; Granhag & Hartwig, 2015).  

Conclusions 

We created two Large Language Models (LLM)-directed lying suspects and found that 

receiving interventions (i.e., Interviewers in the Instruction and Instruction & AI Exercise 

groups) made Interviewers use EFM more frequently, thereby increasing the number of actual 

evidence-statement and within-statement inconsistencies produced by lying Human Mock 

Suspects. In the Instruction & AI Exercise group, a greater difference was observed in the 

number of both actual evidence-statement and within-statement inconsistencies between liars and 

truth-tellers compared to those in the Instruction and Control groups. Receiving interventions 

also made Interviewers use evidence-statement (in)consistencies more often as a basis for their 

judgments. Furthermore, those receiving both instructions and AI Exercise were better able to 

accurately judge the veracity of Human Mock Suspects compared to those in the Control group. 

Therefore, the results demonstrate that the efficacy of the AI Exercise transferred to interactions 

with Human Mock Suspects in the controllable setting, but the advantage over instruction alone 

was not particularly robust. However, it is important to note that this does not necessarily reflect 
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real-life settings. Although AI Exercise has the potential to provide an interactive environment 

for Interviewers to practice the SUE technique, limitations remain, and its effectiveness needs 

further investigation.
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Table 1  1 

The Compensation Scheme 2 

Interviewers Liars Truth-tellers 

Judging as “Liars” (100 + 50, 100 − 50) (100 − 50, 100 − 50) 

Judging as “Truth-tellers” (100 − 50, 100 + 50) (100 + 50, 100 + 50) 

Note. Compensation for Interviewers is presented in bold text. 3 
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Table 2  4 

The Examples of False Responses from AI Suspects 5 

False Types Questions 
(Question Types) 

Responses From 
Suspect Avatar in Li 
et al. (2024). 

Responses From AI Supsect in the 
Present Study 

False Admission “Have you bought a suitcase recently?” 
(Specific question asked before 
presenting evidence with a strong 
source.) 

“No.” “Yes, I have bought a suitcase.” 

False Denial (or 
Avoidance) 

“There is a lost phone and wallet, and 
your fingerprints were found on the box. 
How do you explain that?” 
(Evidence with a strong source.) 

“Now I remember, I 
just pushed it a little 
bit to the side.” 

“I don’t know anything about the missing 
phone and wallet, and I didn’t leave any 
fingerprints on the box. I have no idea 
about any of this.” 

Other Types of 
False Responses 

“Do you have any plans to visit the 
United States?” 
(Conversation not related to the 
suspect’s whereabouts and activities.) 

“I had to cancel the 
trip because I couldn’t 
afford it.” 

“Yes, I planned to visit the United States. 
I’ve always wanted to see those famous 
landmarks in New York City. However, due 
to financial reasons, I had to cancel the 
trip.” 

 “When is your trip scheduled?” 
(Conversation not related to the 
suspect’s whereabouts and activities.) 

“I don’t remember.” “My planned trip is in September next year. 
I’m planning to go on vacation to Spain.” 

Note. “False Types” do not represent genuinely false responses from the AI Suspects. Rather, “False” refers to inconsistencies 6 

between the response rules of suspect avatars described in Li et al. (2024) and the response strategies adopted by the AI Suspects in 7 

the present study. 8 



68 
STRATEGIC USE OF EVIDENCE TRAINING: AN LLM APPROACH 

 

Figure 1 9 

Example of the Evidence Framing Matrix (EFM) in a Case Where Bloody Fingerprints Placed a 10 
Suspect at the Crime Scene (a Villa in City A).  11 

  Low Specificity High Specificity 
Strong Source We have fingerprints that you 

were in City A 
The fingerprints we have 
obtained indicate that you were 
in the villa in City A 

Weak Source The information we have 
obtained indicates that you were 
in City A 

We have information that you 
were in the villa in City A 

  12 
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Figure 2 13 

Illustration of the Workflow of Interaction with AI Suspects 14 

 15 

Note. The icon representing gpt-3.5-Turbo-16k was obtained from https://icons8.com/  16 

https://icons8.com/
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Figure 3 17 

The Prompt Structure for AI Suspect in Terrorism Case (System Prompt) 18 

 19 

Note. All responding strategies were presented through explanations and examples in the 20 

prompts.  21 
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Figure 4 22 

The Prompt Structure for AI Suspect in Theft Case (System Prompt) 23 

 24 

Note. All responding strategies were presented through explanations and examples in the 25 

prompts.  26 
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Figure 5 27 

Overview of Experimental Design and Main Procedures. 28 

 29 

Note. The icon representing text- and video-based instructions was obtained from 30 

https://icons8.com/  31 

https://icons8.com/
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Figure 6 32 

Pairwise Comparisons Between Lying and Truthful Human Mock Suspects for the Number of 33 

Evidence-Statement Inconsistencies, Separated by Experiment Groups 34 

 35 

Note. ***p < .01; ***p < .001 36 


