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ABSTRACT

Atmospheric fronts and cyclones play an important role in day-to-day weather variability, especially in the mid-latitudes and dur-
ing the winter season. Severe rainfall and windstorm events are often associated with the passage of a front or a cyclone. While
there are many studies of individual fronts and climatologies of instantaneous fronts, there is no climatological study considering
the whole frontal life cycle over time. Therefore, we use a front and cyclone tracking algorithm, together with a widely used front
detection method, to detect and track cold fronts and cyclones over the North Atlantic and Europe in the extended winter sea-
son (October—-March) in the ERAS5 reanalysis data set. This enables a climatological study providing statistics of the frontal life
cycle based on thousands of fronts. Several life cycle characteristics and frontal parameters are defined to investigate the frontal
life cycle and the conditions and processes in the frontal region. Fronts are linked to their parent cyclone to study relationships
between frontal and cyclonic properties. Cold fronts primarily develop over the Western North Atlantic and are found to decay
at or soon after landfall on the European coast in most cases. Cold fronts tracked over the North Atlantic are found to last over
1day longer and travel up to 1500km farther on average than cold fronts tracked over the Mediterranean and over land. Cold
frontal life cycle characteristics are strongly dependent on the North Atlantic Oscillation, with cold fronts appearing in a positive
phase lasting longer and travelling faster and farther. Stronger cyclones are related to stronger frontal wind speeds at the surface
as well as in the cold and warm sectors. The relationships between frontal and cyclonic properties are found to weaken over the
course of their life cycle.

1 | Introduction

Atmospheric fronts and extra-tropical cyclones (hereafter re-
ferred to as cyclones) are strongly interacting phenomena of
the atmospheric general circulation and are responsible for
the day-to-day variability of the weather in the mid-latitudes,
as they move large quantities of moisture, heat, and momen-
tum. Over Europe during the winter season, up to 90% of total
precipitation is found to be associated with cyclones (Hawcroft
et al. 2012) and 10%-50% of total precipitation has been di-
rectly attributed to cold fronts (Catto et al. 2012). Extreme

precipitation is even more strongly associated with cold fronts
(Catto and Pfahl 2013) and has been linked to the humidity
content and transport, as well as the meso-scale circulation
at the front (Schaffer et al. 2024). Cyclones are also known to
cause extreme wind speeds (Gramcianinov et al. 2020; Dowdy
and Catto 2017; de Ponce Leon and Guedes Soares 2014; Owen
et al. 2021), which can lead to substantial socioeconomic im-
pacts (Easterling et al. 2000). Dowdy and Catto (2017) found
that the combination of cyclones and fronts has the largest con-
tribution to extreme precipitation and extreme surface winds in
the mid-latitudes.
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Cyclones and atmospheric fronts are closely linked phenom-
ena. Fronts are known as elongated regions of high tempera-
ture, humidity, and pressure gradients, marking the boundary
of different air masses. Descriptive and theoretical discussions
on frontogenetic mechanisms are given in e.g. Lamb (1951),
Hoskins (1982) and Davies (1999). These fronts are the main
breeding points for the formation of cyclones when an upper-
level disturbance moves over a preexisting front and triggers a
frontal wave. Conceptual models of the following life cycle of
the cyclone and its associated cold and warm fronts have been
developed by most notably Bjerknes and Solberg (1922) and
Shapiro (1990). Later, Hewson (2009) extended this theory by
also incorporating the life cycle stages prior to the formation of
a vigorous cyclone.

Climatological studies of the life cycle of cyclones in the mid-
latitudes have been conducted for at least the last two decades
(e.g., Pinto et al. 2005; Wernli and Schwierz 2006; Dacre and
Gray 2009; Ulbrich et al. 2009; Neu et al. 2013; Heitmann
et al. 2024), investigating among others cyclone durations,
propagation speeds, cyclogenesis, and -lysis regions. However,
similar climatological studies regarding the life cycle char-
acteristics of the cyclone's associated fronts are still missing.
Previous work has either focused on individual model fore-
casts and case studies (Hewson 2009) or idealised model sim-
ulations (e.g., Dacre and Gray 2006). Numerous studies have
been published on front climatologies (e.g., Jenkner et al. 2010;
Berry et al. 2011; Catto et al. 2012; Rudeva and Simmonds 2015;
Schemm et al. 2017), but these do not investigate the frontal life
cycle, as fronts were only detected rather than also tracked over
time. Simmonds et al. (2012) developed a front tracking method
but used it only to discard short-living fronts from their anal-
ysis, and Riidisiihli (2018) used their front tracking algorithm
mainly to identify mobile fronts and attribute frontal precipita-
tion over time.

To be able to investigate life cycle characteristics of thousands of
fronts, objective methods to detect and track these fronts have to
be applied. While objective front detection methods have been
widely used in climatological studies (e.g., Hewson 1998; Jenkner
et al. 2010; Catto and Pfahl 2013; Schemm and Sprenger 2015;
Schemm et al. 2017; Schaffer et al. 2024), tracking the identified
front objects over time has rarely been attempted. Numerous
tracking methods exist for cyclones, where a cyclone is identi-
fied as a single point in space (e.g., the minimum in the mean
sea level pressure or relative vorticity field) and thus can be
tracked following this point over time (Ulbrich et al. 2009; Neu
et al. 2013; Dowdy and Catto 2017; Karwat et al. 2024).

Simmonds et al. (2012) adapted this approach for fronts, by
first identifying a front as a collection of frontal points and
then tracking the centre of gravity of these points by estimating
the next position with the mean wind field. This circumnavi-
gates the challenge of tracking each frontal point individually.
However, since fronts are highly variable, the centre of gravity
will fluctuate, and the track will appear rough. Rather than
tracking a single or multiple individual points, Riidisiihli (2018)
developed a method using two-dimensional front objects, which
can be tracked over time by evaluating the overlap of these ob-
jects at consecutive time steps. This approach is better suited
to deal with the highly variable shape and size of fronts, as it

tracks the entire front object rather than a single point. Similar
approaches have also been used to track cyclone objects (Wernli
and Schwierz 2006; Hanley and Caballero 2012).

In this study, we detect and track cyclones and cold fronts in the
ERAS reanalysis data set over the North Atlantic and Europe.
Cyclones and fronts are matched to create a data set of front-
cyclone pairs. Results are used to investigate, for the first time,
the climatology of frontal life cycle characteristics and their de-
pendency on the North Atlantic Oscillation (NAO), the main
mode of variability in this region (Hurrell et al. 2003), as well as
relationships between fronts and their associated cyclones. We
aim to address the following questions:

« Where, within our study region, do fronts typically form
and where do they decay?

« How do the distributions of key characteristics of the fron-
tal life cycle (strength, duration, travelled distance, speed,
length) over the North Atlantic and Europe look

« How are these distributions influenced by the NAO?

« When and where in their life cycle do fronts reach their
maximum intensity in terms of several frontal parameters?

« How strong are the relationships between frontal parame-
ters and cyclone characteristics, and how do they change
over time?

In Section 2, the used data as well as the methods for cyclone
and front detection and tracking, the matching between cy-
clones and fronts, and the investigated frontal parameters and
life cycle characteristics are presented. The results are outlined
in Section 3 and discussed and summarised in Section 4.

2 | Data and Methods
2.1 | Data

For this study, we use the ERAS5 reanalysis data set from the
European Centre for Medium-Range Weather Forecasts
(ECMWF) (Hersbach et al. 2020). The study region extends
from 65W to 45E and 27N to 72N, which encompasses the North
Atlantic, including its main region of frontogenesis, and large
parts of Europe, including the Mediterranean (see Figure 1). We
limited the analysis to the extended winter season (October-
March), as the front tracking gets more challenging towards
the summer months and a larger number of tracks become un-
reliable (see also in Section 4). All variables are extracted on a
longitude-latitude grid with a resolution of 0.25" and for every
hour in the period 1940-2021. The extracted variables are tem-
perature, specific humidity, zonal wind speeds and geopotential
height on 850hPa, where the front detection and tracking is
applied, as well as precipitation and surface wind components.
Precipitation in ERAS5 is the sum of large-scale precipitation and
convective precipitation, which is generated by the cloud scheme
and convection scheme of the ECMWF Integrated Forecast
System (IFS), respectively. ERAS precipitation has been evalu-
ated in Lavers et al. (2022) against station data, where a small
wet bias has been found, but with the smallest values in winter
and in the extratropics.
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FIGURE1 | An example of a cold front and cyclone track as well as the front—cyclone matching method. The SLP is shown as black contours.
The red and green opaque areas show the tracked front and cyclone objects, respectively. More transparent areas depict other fronts and cyclones at
the same time steps. For the featured track the detected frontal points are shown in blue. The light blue circle indicates the search region around the

front for the cyclone-front matching. The plotted area indicates the study region. [Colour figure can be viewed at wileyonlinelibrary.com]

2.2 | Front Detection

To objectively detect fronts in a gridded data set, we use a similar
method asin Schaffer et al. (2024). First, a threshold is applied to the
magnitude of the gradient of a thermal field 7. This results in a set
of distinct two-dimensional objects, i.e. contiguous regions where
the threshold is exceeded. From here on, we refer to these objects
as “front objects”. Different = have been used in the literature, in-
cluding potential temperature 6 (e.g., Renard and Clarke 1965), wet
bulb potential temperatured,, (e.g., Hewson 1998; Berry et al. 2011),
equivalent potential temperature 0, (e.g., Jenkner et al. 2010;
Schemm et al. 2017; Riidisiihli 2018; Schaffer et al. 2024) as well
as dynamic fields like the wind direction (Simmonds et al. 2012).
Here, we use 6, as our 7, as it also contains information of the hu-
midity field and is conserved in moist adiabatic motions. This cir-
cumnavigates issues in detecting and tracking fronts in situations
of e.g. strong differential heating between the cold and warm side
of a front during daytime, where the temperature gradient might
vanish for a few hours but the humidity gradient is still present
and detected as a front (Lackmann 2011). The 6, field is smoothed
before calculating the gradients, by using a spectral filter and a
low-pass filter, which preserves wavelengths larger than 1000km
and weights smaller wavelengths according to a spectral Gaussian
transfer function with a mean of 1000km and a standard deviation
of 75km. An example of relevant fields before and after applying
these filters is shown in SI Figure S1. This results in more coherent
fronts and filters out small-scale fronts, which are often found at
land-sea boundaries or are related to orography. The choice of the
threshold applied to the V @, field is outlined in Section 2.3.

In a second step, the thermal front parameter TFP (Renard and
Clarke 1965) is evaluated within the front objects:

| | 906

which is the second derivative of the 6, field, projected in the
direction of its gradient. The actual front itself is then defined
as the set of grid points (frontal points) within the front object
where the TFP field reaches zero (Ritter 2014). These frontal
points typically form a (bent) line.

Frontal points corresponding to a cold front are identified by
evaluating the frontal motion v;, which is defined as the projec-
tion of the horizontal wind field onto the direction perpendicu-
lar to the front, where the front direction is represented by the
gradient of the TFP (e.g., Hewson 1998; Jenkner et al. 2010):

b s V(TP ,
=V TV TER) | @

Positive values correspond to cold fronts and negative values to
warm fronts. We chose a threshold of 1.5m/s to discriminate
cold fronts from other front types and to keep only mobile fronts
in the data set. Furthermore, individual frontal points are dis-
carded, if the angle difference between the geopotential gradient
and the direction of V 6, is exceeding 120°. This filter is found to
effectively get rid of back-bend occlusions as well as humidity
fronts which are detected, e.g., after a front passes over a large
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mountain range. An example for applying this filter is shown is
SI Figure S2.

2.3 | Front Tracking

To be able to follow fronts over time, a front tracking method
is applied, based on an algorithm outlined in Riidisiihli (2018).
This algorithm is based on the overlap of the 2-dimensional
front objects, defined in Section 2.2, at consecutive time steps.
By iterating through all time steps, for each object at the cur-
rent time step, all objects at the next time step with a non-zero
overlap are identified and vice versa. This creates a set of pos-
sible correspondences between an object at a certain time step
(the parent) and one or more objects at either the previous or the
next time step, representing either a possible continuation (one
child), merging (two or more children at the previous time step)
or splitting (two or more children at the next time step). For all
possible correspondences a tracking probability p, is calculated,
based on the overlap ratio r, and the size ratio r; between the
parent and the child or children:

pr=axr,+ (1 —a)xr, ®3)

where a is a weighting factor. By going through the list of de-
scending probabilities, all objects are then assigned to their most
likely correspondences. The remaining objects mark then either
the beginning of a new track (at the next time step) or the end
of a track (at the previous time step). In case of a split or merge,
only the track with the highest p, will be preserved. All other
branches will either end (merge) or start new tracks (split), ex-
cept for branches which have developed over the last 12h or are
decaying in the next 12 h, in which case they will be added to the
main track. The chosen values for the parameters (SI Table S1)
are similar as in Riidisiihli (2018), except for a lowered mini-
mum size ratio, which is found to better capture front contin-
uations in cases of splitting or merging and a higher minimum
object size to remove small front objects.

The V 0, threshold used to identify the objects was chosen such
that the resulting objects are broad enough to have sufficient
overlap at consecutive time steps even for fast moving fronts, but
also not overlap with neighbouring fronts at the same time. The
threshold is slightly varying over the domain and over the yearly
cycle, taking into account the differences in the V6, field near
fronts in different regions (higher values over the Atlantic, lower
values over land) and different seasons (lower values in winter,
higher values towards summer). Applying a constant threshold
over space and time would lead to very broad objects over the
Atlantic and in summer, so that fronts close to each other would
be identified as one object and therefore one contiguous front,
and too small or even no objects and therefore tracks over the
continent and in winter. The finally chosen threshold is propor-
tional to the V 0, field, averaged over the study period 1940-2021
(SI Figure S3).

After tracking the front objects, all front pixels obtained from
the front detection, which lie within the tracked objects by
construction, are labelled according to the objects. In order to
capture only fronts that experience their full life cycle within
the domain, front tracks with front pixels touching the domain

border at their first (last) detected time step are assumed to have
started (have ended) their life cycle outside the domain and are
therefore discarded. Additionally, as the tracking algorithm only
preserves the track with the highest tracking probability in cases
of splitting or merging, tracks that start in a splitting event or
end in a merging event are also filtered out, as these tracks will
most likely not represent a full frontal life cycle.

2.4 | Cyclone Detection and Tracking

To detect cyclones, we wuse the same algorithm as
Riidisiihli (2018), which is based on a method developed by
Wernli and Schwierz (2006) and Hanley and Caballero (2012).
First, SLP minima are identified as grid points with lower val-
ues compared to their eight neighbouring grid points. Points
within three grid points from the domain boundary as well as
points corresponding to a topographic height of over 1500 m are
ignored to avoid artefacts and misidentifying lows as cyclones
over high topography. Next, by subsequently checking the con-
tour lines with an interval of 0.5hPa around the minima, the
outermost enclosing contour lines are found, defining the cy-
clone objects. To avoid restricting the size of cyclones close to
the boundaries of our domain by this method, a fraction of 20%
of all contour lines around a minimum are allowed to leave the
domain (Rudisiihli 2018). The cyclone objects are checked for a
sufficient depth, i.e. the pressure difference between the cyclone
centre and the outermost contour line of the cyclone object,
where we use a threshold of 0.5hPa to capture new developing
cyclones as early as possible while avoiding misidentifying e.g.
shallow heat lows over land as cyclones. Heat lows that might
exceed the minimum depth threshold are further filtered by
applying a minimum object size and track length threshold.
Following Hanley and Caballero (2012), we split objects with
multiple minima into multiple objects if the depth of the saddle
point between two minima divided by the total depth of the ob-
ject exceeds 50% (objects with two minima) or 70% (objects with
three minima).

The cyclone tracking is then performed in a similar fashion as
the front tracking, where the identified cyclone objects act as the
objects to track (see SI Table S2 for the cyclone tracking setup).

2.5 | Front-Cyclone Matching

To be able to investigate cyclone-front relationships, it is neces-
sary to identify the cyclone to which a front is attached. Schemm
et al. (2018) used the same cyclone detection method and at-
tributed at each time step the detected fronts which overlap with
the cyclone mask to the cyclone. However, there are frequent
cases where e.g., cyclones form in the vicinity of a primary cy-
clone, usually along the trailing cold front (Parker 1998; Schemm
and Sprenger 2015; Schemm et al. 2018; Priestley et al. 2020).
These cyclones are called secondary cyclones and their cyclone
mask in the detection scheme is usually small at the beginning
of the track as it is dominated by the primary cyclone. This, how-
ever, will often lead to no overlap between the cyclone mask and
the detected front. Therefore, instead of considering the overlap
of the cyclone mask and the detected front, we search for cyclone
centres in a radius of 1200km around the frontal point which is
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assumed to be closest to the cyclone centre. This search point
is defined as the northernmost (easternmost) detected frontal
point if the main orientation of the front is north-south (west-
east). If there are multiple cyclone centres found within the ra-
dius, the closer cyclone is chosen and labelled as the associated
cyclone of the front. We chose a rather large value of 1200 km for
the search radius, as we found it to be beneficial in rare cases
where the cold front is detected only late in its life cycle because
of a weak V6, in the beginning and therefore might be already
detached from the cyclone centre due to frontal fraction. This
procedure is then repeated over all time steps of the front track.
In the end, only those front tracks which are associated with the
same cyclone over at least 12h and 50% of their life time are kept
in the data set.

Figure 1 gives snapshots over the life cycle of a front for an event
in January 2008, depicting the tracked front and cyclone ob-
jects, the detected frontal points, and the search radius of the
cyclone-front matching method. First, a cold front forms over
the central North Atlantic in a trough of a larger cyclone sys-
tem over Iceland (Figure 1a). The associated secondary cyclone
developing along the front is detected a few hours later and is
matched with the front, as its cyclone centre lies within the
search radius of the front (Figure 1b). The cyclone-front system
then moves further northwest over the British Isles while inten-
sifying (Figure 1c,d). The front eventually gets weaker and splits
up when moving into Central Europe (Figure 1le) and finally de-
cays (Figure 1f), while the cyclone remains relatively stationary
off the Norwegian coast.

2.6 | Diagnostics and Frontal Parameters

In order to characterise the frontal life cycle, we investigate the
duration of the track, the overall travelled distance of the front,
the frontogenesis and -lysis point, as well as the velocity and the
length of the front. Some of these measures are evaluated for the
centre of mass (CM) of the frontal points, whose latitude and
longitude are defined as

1 Zfil 4 cos(g;)
N3 cos(e;)

M=

1
Pem = N : @; and Agy = @

Il
—

where ¢; and 4; are the latitudes and longitudes of the individual
frontal points. The frontogenesis (frontolysis) point is then sim-
ply the CM of the first (last) time step of the track. The velocity
of the object at time step ¢ is defined as

V= (Xz+1 _Xt—l) /24t 5)

where X,,, and X,_, are the positions of the CM at the next and
previous time step and At the time difference between consecu-
tive time steps. The velocity is not evaluated at time steps where
there is a merging or splitting, as this would lead to unrealistic
values with this method, due to the sudden change of the ob-
jects shape. The overall travelled distance is the sum over the
distances between consecutive time steps:

D=

M=

(Xt+l - Xt) (6)

,‘
1l
—

The spatial length of a front at each time step is approximated
by evaluating the diagonal of the smallest rectangle encompass-
ing all contiguous frontal points. If the front consists of multiple
separated parts, the obtained lengths of each part are added to-
gether. A more accurate way to estimate the front length would
be to calculate and sum up the distances between neighbour-
ing individual frontal points, which would better account for
strongly bended fronts (Simmonds et al. 2012). By comparing
estimated lengths from both methods using a sub-sample of our
data, We find the number of cases where this leads to significant
differences to be small; thus, we choose the computationally
more efficient method.

To characterise the dynamical and thermodynamical state of the
front as well as the surface impacts, the 90th percentile of sev-
eral parameters are evaluated in a radius of 150km around each
frontal point and at the same level (850hPa) where the fronts
are detected (Schaffer et al. 2024). Those include precipitation
and surface wind speeds to assess the surface impacts, thermo-
dynamic parameters (specific humidity, 6 and 6, as well as their
gradient) and dynamic parameters (vorticity, convergence and
cross-front wind speeds). Wind speeds are further evaluated
in the warm (cold) sector of the front separately, defined as the
grid points within the 150km radius, where the TFP is above
the 90th percentile (below the 10th percentile). Additionally, the
wind speed is split into the synoptic- and meso-scale by using
the same spectral filter as in the front detection, with the high
pass of the Gaussian Transfer Function set to 1500km with a
standard deviation of 500 km. To characterise the parent cyclone
of a front, we use sea level pressure (SLP) and vorticity as well as
the deepening rate (in hPa/h) of the cyclone centre.

To analyse relationships between cyclones and their associated
fronts, we use a quantile regression model (Koenker 2005), with
cyclonic parameters acting as predictors and frontal parameters
acting as predictands. The conditional 50th, 80th, and 95th per-
centiles as well as the respective Quantile Verification Skill Score
(QVSS) are estimated to depict changes in the relationships and
to quantify the explained variance (Koenker and Machado 1999;
Friederichs 2010). The relationships are evaluated at different
times relative to the maximum cyclone strength (measured as
minimum central pressure and maximum relative vorticity) and
maximum cyclone deepening (measured as change of minimum
central pressure over time) to assess changes over time.

3 | Results
3.1 | Life Cycle Characteristics

The number of cold frontogenesis and frontolysis occurrences
are shown in Figure 2. The location of frontogenesis and -lysis
is defined as the CM of frontal points at the first and last tracked
time step of each front. Cold fronts are found to form primarily
along the North Atlantic storm track region (Figure 2a), with
highest values south-east of the coast of Newfoundland, a region
known also for frequent cyclogenesis (Dacre and Gray 2009;
Gramcianinov et al. 2020). Other regions of enhanced fronto-
genesis are found near the southern tip of Greenland and over
the Western and Central Mediterranean, related to Genoa lows.
The enhanced values over the Southern British Isles are partly
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FIGURE 2 | (a) Cold frontogenesis and (b) frontolysis occurences for the extended winter season (October-March) of the years 1940-2022.
Hatched areas indicate grid points excluded from the analysis (mean elevation >1000m). [Colour figure can be viewed at wileyonlinelibrary.com]

caused by fronts moving in from the North Atlantic and falling
under the V0, threshold for a few hours before strengthening
again, so that they were recognised as a newly developing front
by the algorithm rather than the continuation of the old track.

Most fronts forming in the North Atlantic are found to decay
when they reach the European coast (Figure 2b). While this
can be explained by the dissipation of V@, due to friction over
Land and—to a lesser extend—the diurnal land-sea thermal
gradient, the ratio of fronts continuing over the continent is
likely to be underestimated. This is due to splitting and decay-
ing fronts along mountain ranges like the Alps or Scandinavian
Mountains, which block fronts at lower levels and might end the
track prematurely. The maximum frontolysis off the Portuguese
coast stems partly from fronts splitting into two parts when ap-
proaching the coast of Galicia. Especially for long fronts, the
algorithm most likely evaluates the southern part as the contin-
uation of the track, since it is often longer and moving slower
than the northern part and therefore exhibits higher values for
r, and r, (see Equation 3). Other regions of enhanced frontoly-
sis are found over the Eastern Mediterranean, which are mostly
fronts associated with Mediterranean cyclones forming over the
Western and Central Mediterranean and moving eastward, and
near the Black Sea.

Figure 3 depicts the spatial distribution of the life cycle charac-
teristics, where every grid point shows the mean over all fronts
passing through this grid point. With this representation, the
same front track will be represented in multiple grid points
as the front moves through the domain, resulting in smooth
out values and a slight overrepresentation of long lasting or
farther travelling tracks. Values for V6, (Figure 3a) are high-
est over the Western and Central North Atlantic off the coast
of Newfoundland, consistent with the region of most frequent
frontogenesis (Figure 2). The values get weaker towards and
especially over the continent, which is caused by the dissipa-
tion of V@, due to increased friction over the continent. Slightly
higher values can also be seen over the Mediterranean, another
region of enhanced frontogenesis. Fronts generally live longer
and travel farther over the Ocean than over Land (Figure 3b,c).
While the average duration over the Central North Atlantic
reaches 2-2.5days, it drops to 1-2days for fronts over the
Eastern Mediterranean, Eastern Europe and the Greenland Sea.

Fronts over the Mediterranean are generally shorter in duration
and distance since less North Atlantic fronts penetrate into these
regions than more northern parts of Europe. Values towards the
eastern and northern boundary of the domain could be affected
by not considering tracks which leave the domain during their
life cycle. Fronts over the Labrador Sea often stay stationary and
are short-lived, which is reflected in low durations, travelled
distances and velocities. The highest travelled distances are
found over the Central North Atlantic and at the western border
of the domain, since most fronts originating there are found to
travel over the North Atlantic towards Europe and decay quickly
when they pass over Land. The values of around 3000 km there-
fore correspond roughly to the distance to the European coast.
Fronts are found to reach their maximum length and veloc-
ity over the Central North Atlantic, with mean values of up to
1200km and 70km/h (Figure 3d,e). Velocities are considerably
lower towards the boundaries of the domain, suggesting that
fronts are generally faster during the mature stage of their life
cycle rather than towards frontogenesis or -lysis. Fronts over the
Western North Atlantic obtain a mean length of up to 1500km,
dropping towards the Eastern North Atlantic and Europe. This
suggests that fronts forming in the main frontogenesis region in
the Western North Atlantic quickly grow in length in the begin-
ning of their life cycle and then are shortened slowly while mov-
ing eastward (see SI Figure S4 for a length comparison of fronts
forming over the Western North Atlantic and elsewhere). Over
the Mediterranean, fronts generally travel shorter distances and
move slower, with mean values of 700-900km and 40-50km/h,
respectively.

Figure 4 shows the location and magnitude of the life cycle
maximum of some frontal parameters. Blue circles indicate the
number of fronts reaching the life cycle maximum of the respec-
tive frontal parameter within the grid box (the front location is
defined as the CM of all frontal points at the time step of the life
cycle maximum) and the colour map indicates the mean mag-
nitude of all fronts with life cycle maxima within the grid box.

Most fronts reach their maximum speed over the Central North
Atlantic or before arriving at the European coast (Figure 4a).
Enhanced values seen in e.g. Southern Norway, Northern Italy
and around the Black Sea are affected by unrealistically high
frontal speeds in cases of splits, where the CM suddenly changes
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FIGURE 3 | Spatial maps of cold frontal life cycle characteristics for the extended winter season (October-March) of the years 1940-2022: (a)
thermal gradient field, (b) front duration, (c) total travelled distance, (d) front speed, (e) front length, (f) front frequency. Each grid box represents the
mean over all fronts passing through the grid box. Hatched areas indicate grid points excluded from the analysis (mean elevation >1000m) or where
there is a too small sample (less than 50 fronts, for (a)-(e)). [Colour figure can be viewed at wileyonlinelibrary.com]

location. While we tried to filter these cases by taking into ac-
count the simultaneous change in front length, not all cases
could be avoided. Fronts reach their maximum length gener-
ally earlier in their life cycle than their maximum speed, as the
highest frequencies and values are shifted towards the Western
North Atlantic (Figure 4b). A pronounced maximum area is
found from 55W to 30 W and 35N to 55N. Note that values near
the boundary are underestimated since they are plotted at the
CM of the front and therefore only very short fronts contribute
to the outermost grid boxes. Most fronts are strongest in terms of
V 6, close to the regions of highest frontogenesis (Figure 4c), sug-
gesting that fronts in general reach their maximum strength very

early in their life cycle and then decaying slowly. Maximum val-
ues are generally much higher for fronts over the North Atlantic
than over the continent and the Mediterranean. In Figure 4d,
the location of the maxima of the frontogenesis parameter
(Bluestein 1992), which quantifies the horizontal dynamical
effects on changes of V,, also correlates with regions of high
frontogenesis (Figure 2a). Highest magnitudes are found over
the western North Atlantic and also over the Mediterranean, in-
dicating frontal activity and strong dynamical growth of fronts
developing there. The maximum wind speeds in the cold and
warm sector of the front at 850hPa (Figure 4e,f) are found all
along the North Atlantic storm track, with maximum values
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FIGURE4 | Frequency and magnitude of cold frontal life cycle maxima for some frontal parameters and diagnostics for the extended winter sea-
son (October-March) of the years 1940-2022. Blue circles indicate the total number of tracked fronts in the period 1940-2022 with their life cycle
maxima location falling within the grid box. The colour map shows the mean magnitude over all life cycle maxima falling within the grid box. The
location of a front is defined as the CM of all individual frontal points. Hatched areas indicate grid points excluded from the analysis (mean eleva-
tion>1000m) or where there is a too small sample (less than 50 fronts). [Colour figure can be viewed at wileyonlinelibrary.com]

reaching 25m/s, where wind speeds in the warm sector (which
can be seen as a proxy for the wind speed in the warm conveyor
belt inflow) are found to be higher on average.

3.2 | NAO Dependency

Figure 5 shows histograms of life cycle characteristics obtained
from all fronts in the data set for the entire domain. Fronts are

divided into fronts occurring in a NAO positive (NAO+) phase
and a NAO negative (NAO—) phase, depending on the respec-
tive NAO index during the life cycle. Daily NAO index values
were retrieved from the National Oceanic and Atmospheric
Administration (https://www.cpc.ncep.noaa.gov/), where the
index is calculated using Rotated Principal Component Analysis
(Barnston and Livezey 1987), applied to 500hPa geopotential
height anomalies of the Climate Data Assimilation System
(CDAS). Fronts are labelled as NAO+ (NAO-), if the mean

8of 14

International Journal of Climatology, 2025

85UBO17 SUOWILIOD BAIERID 3 (ded!dde au Ag paueoh a2 Sa1e VO (88N JO s3I 10} Aeiq18UUO A8]IA UO (SUONIPUOD-pUE-SWLB) WD A 1M AseIq 1 U1 |UO//SANL) SUORIPUOD PUe SWLd | 84} 85 *[S202/70/80] U0 Akeiqiauliuo AB]IM 1891 AQ 0E8890(/200T 0T/10pALI0Y A3 1M Afelq 1[ul U0 SIBWL//SAIY WO} Papeo|umod ‘0 ‘8800L60T


https://www.cpc.ncep.noaa.gov/
https://onlinelibrary.wiley.com/

(a)

0.25 A

0.20 A1

relative frequency
o
=
w
L

o

=

o
L

0.05 A

0.00 -
6 8 10

V6. [K / 100km]

12

B NAO-
0 NAO+

14

(c)

0.30 A

0.25 A

o

N

S
L

o

=

=]
L

relative frequency

0.10 A

0.05 A

0.00 -

1000 2000 3000 4000
Distance [km]

5000

N NAO-
0 NAO+

6000

0304 (€)

0.25 A

o

N

o
L

I

N

wn
L

relative frequency

0.10 A1

0.05 A

0.00 -

500 1000 1500
Length [km]

2000

I NAO-
3 NAO+

2500

I NAO-
3 NAO+

>

1%}

c

7}

3

=3

&

[}

2

S

o

<

0 20 40 60 80 100 120

Duration [h]

0.30 A

0.25 4

0.20 A

0.15 A

relative frequency

0.10 4

0.05 A

0.00 -
0 20 40 60 80 120

Speed [km / h]

FIGURE 5 | Histograms of life cycle characteristics for cold fronts in a NAO+ and NAO— regime, respectively: (a) V 8,, (b) life cycle duration, (c)
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can be viewed at wileyonlinelibrary.com]

daily NAO index on the days where the front occurs is above

0.5 (below —0.5). The front strength in terms of V 0, (Figure 5a),

front speed and front length (Figure 5d,e) are mean values over

the entire life cycle for an individual front.

For the mean front strength (Figure 5a), no significant differ-
ences between fronts in a NAO+ and a NAO—- phase are found.
Fronts in a NAO+ phase do, however, last longer and travel
farther on average (Figure 5b,c). While in a NAO— phase about

9of 14

85UBO17 SUOWILIOD BAIERID 3 (ded!dde au Ag paueoh a2 Sa1e VO (88N JO s3I 10} Aeiq18UUO A8]IA UO (SUONIPUOD-pUE-SWLB) WD A 1M AseIq 1 U1 |UO//SANL) SUORIPUOD PUe SWLd | 84} 85 *[S202/70/80] U0 Akeiqiauliuo AB]IM 1891 AQ 0E8890(/200T 0T/10pALI0Y A3 1M Afelq 1[ul U0 SIBWL//SAIY WO} Papeo|umod ‘0 ‘8800L60T


https://onlinelibrary.wiley.com/

10% of all fronts travel farther than 2500km, this ratio doubles
for fronts in a NAO+ phase. Front speeds differ by a mean of
11km/h (from a mean speed of 51km/h for fronts in a NAO—
phase to 62km/h for fronts in a NAO+ phase) (Figure 5d).
Especially long fronts with lengths over 1200km are more fre-
quent in a NAO+ phase (Figure 5e).

Figure 6 depicts the spatial differences of life cycle character-
istics between fronts in a NAO+ and NAO- phase. The differ-
ences in front strength (Figure 6a) are weak, with fronts in a
NAO- phase found to be slightly stronger except for the Central
Southern North Atlantic, which might be linked to the equator-
ward displacement of the storm track and the jet stream in a
NAO- phase. Fronts in a NAO+ phase exhibit longer durations

over Central and Northern Europe and, to a lesser extent, over
the Atlantic and shorter durations over the Mediterranean
(Figure 6b). Similar patterns can be seen for the travelled dis-
tance, mean frontal speed, and frontal length (Figure 6c-e),
with particularly high differences in distance for fronts over
Northern Europe and in length for fronts around Iceland.
Changes in frontal frequencies (Figure 6f) in different NAO
phases show a dipole structure, with enhanced activity over
the northern North Atlantic and Northern Europe and reduced
activity over the southern North Atlantic, the Mediterranean,
and Eastern Europe. This is in agreement with previous stud-
ies (Rudeva and Simmonds 2015) and correlates strongly with
changes found for cyclone activity depending on the NAO phase
(Rogers 1997; Pinto et al. 2009; Rudeva and Simmonds 2015).

(b)

-18 -6 6 18

Travelled Distance difference [%]

-6 6
Length difference [%]

-18 -6 6 18 30 42 54
Speed difference [%]

-6 6 18
front track frequency [(10d)~1]

FIGURE 6 | AsFigure 3, but for cold fronts appearing in a NAO+ phase subtracted by cold fronts appearing in a NAO— phase. Note the different
colour map scale of (a) compared to (b)-(f). Dots mark grid boxes where the difference is significant based on a two-sample Kolmogorov-Smirnov

(a—e) and y?(f) test and 95% confidence level. Hatched areas indicate grid points excluded from the analysis (mean elevation > 1000 m) or where there

is a too small sample (less than 50 fronts). [Colour figure can be viewed at wileyonlinelibrary.com]
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These patterns can be explained by the overall stronger westerly
flow and the extended storm track over the North Atlantic and
Northern Europe in a NAO+ phase (Rogers 1997; Hurrell and
Deser 2010; Feser et al. 2015) due to a stronger jet stream and
enhanced baroclinicity (Pinto et al. 2009), which is also linked
to upper-tropospheric frontogenesis (Davies and Rossa 1998).

3.3 | Front-Cyclone Relationships

In Figure 7 the relationships between selected frontal param-
eters and the cyclone centre SLP are shown. Points are plotted

at the time step of minimum cyclone SLP for each front-cyclone
pair. A linear quantile regression model is fitted to the data, and
the 50th, 80th, and 95th percentile lines, as well as their 95%
confidence interval, are plotted. The QVSSs for all quantiles and
all frontal parameters, as well as scatter plots for cyclone vortic-
ity and cyclone deepening, are depicted in SI Figures S5 and S6
and Tables S3 and S5.

The cyclone SLP has the highest correlations with dynamic
frontal parameters, with QVSS ranging from 17% to 20% (15% to
17%) for the total wind speeds in the warm (cold) sector of the
front, 13%-17% for the cross-front wind speed and 16% for the
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frontal surface wind speeds. This is in agreement with previous
studies outlining the importance of the cyclone intensity for
low-level and surface wind speeds (Roberts et al. 2014; Hewson
and Neu 2015; Owen et al. 2021). The QVSS for frontal vorticity
shows a large spread between different quantiles (5%-16%), in-
dicating a non-linear relationship. The cyclone SLP shows me-
dium predictive power of 5%-8% for frontal precipitation. Field
and Wood (2007) have shown a stronger correlation between
mean precipitation values in a 2000km radius around the cy-
clone centre and the cyclone strength (in terms of mean surface
wind speeds in a 2000km radius around the cyclone centre),
indicating that processes on smaller scales along the front play
a more dominant role in shaping frontal precipitation. Stronger
cyclones are also moderately associated with faster moving
fronts. The correlation with gradients of thermodynamic fron-
tal parameters such as frontal strength (measured as V#6,) and
humidity convergence is found to be weak. This can be partly
explained by the dominant influence of local geographic fac-
tors, e.g. orography, on these parameters in Europe and the
Mediterranean.

In Figure 8 the evolution of the 95th percentile QVSS over time
relative to the time of minimum cyclone SLP is shown for sev-
eral frontal parameters. While more thermodynamic parame-
ters like frontal precipitation, humidity convergence and V 8, as
well as the front speed have low to medium QVSS at all time
steps, peaking 12 h before the cyclone reaches its minimum SLP
and slowly decreasing afterwards, dynamic frontal parameters
as the wind speeds in the cold and warm sector of the front, the
cross-front wind speed and the frontal surface wind speed have
a consistently high QVSS between 17% and 23% in the 24 h prior
to maximum cyclone intensity, but drop rapidly afterwards.
This might be attributed to the increasing distance between the
cold front and the associated cyclone over their life cycle (SI
Figure S7), weakening the relationships. This detachment has
been already investigated by Schemm et al. (2018), who defined
a cyclone to be attended by a front if the detected front overlaps
with the 2D cyclone mask and found that the frequency of cy-
clones attended by a front drops from 80% to 40% over the course
of their life cycle.

4 | Discussion and Conclusion

In this study, we analyse the life cycle of cyclone-associated cold
fronts as well as front-cyclone relationships and for the first time,
produced a climatology of life cycle characteristics over the North
Atlantic and Europe. Front and cyclone detection and tracking
methods are applied to the ERAS reanalysis data set. Cold fronts
are found to develop primarily over the Western North Atlantic
in a region also known for enhanced cyclogenesis (Dacre and
Gray 2009; Gramcianinov et al. 2020) and to often decay when
they reach coastal areas of the European continent. Cold fronts fol-
lowing the North Atlantic storm track have on average a longer du-
ration (50-65h), a longer extent (1000-1500km) and move faster
(55-75km/h) than fronts tracked over the Mediterranean and
the European continent (average values 30-45h, 700-1000km,
45-55km/h). The life cycle characteristics depend strongly on
the NAO phase, with frontal activity increasing over the northern
North Atlantic and Northern Europe in a NAO+ phase and de-
creasing over the southern North Atlantic, the Mediterranean and
Eastern Europe in a NAO— phase. Rudeva and Simmonds (2015)
found a similar dipole structure for the correlation of front fre-
quency with the NAO phase, but with positive values also over
Eastern Europe, in contrast to our findings. This might be due to
a larger number of fronts in this region continuing to travel out-
side of our study domain—and therefore not being considered—
in a NAO+ phase because of a more zonal and farther extending
stormtrack. Furthermore, fronts are found to live longer, travel
farther and faster and have a longer spatial extent over the North
Atlantic and Western Europe in a NAO+ phase. We find cold
fronts appearing in a NAO+ phase to be weaker by up to 10% in
terms of their mean V 6, compared to cold fronts in a NAO— phase.
We find wind speeds in the warm and cold sector of the cold front
as well as on the surface to be strongly correlated with the inten-
sity of the associated cyclone. The relationships between frontal
and cyclonic properties are weakening over the course of their life
cycle, possibly due to the cold frontal fracture.

Applying an objective front tracking algorithm over large do-
mains and long periods is a challenging task as fronts are highly
variable objects in space and time. The algorithm used in this
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paper was chosen because it is based on a simple concept (over-
lapping objects), has been specifically designed to study fronts
(Riidistihli 2018) and is computationally efficient enough to apply
it to a large data set. Other methods based, e.g., on a Lagrangian
approach, might be in theory more suitable to capture the three-
dimensional behaviour of a front over time, but would require
more computational resources. In light of the computational re-
sources and since multiple parameters have to be tuned not only
for the front tracking but also for the cyclone tracking, the front
and cyclone detection, and the front-cyclone matching to obtain
the most reliable results possible, we chose to restrict our study
region to the North Atlantic and the European continent, rather
than to the whole Northern Hemisphere or even the entire globe.

Especially when moving over large mountain ranges (e.g., Alps,
Pyrenees, Scandinavian Mountains, Dinaric Alps), front tracking
becomes difficult, as fronts often vanish or disappear for some
time before reappearing at the rear side of the mountain range.
Therefore, the front tracks might end prematurely or start new
tracks on the rear side, even if they are objectively the same front.
This effect leads to a reduction in frontal frequency and the cer-
tainty of the front characteristics, especially in the Mediterranean.
This issue could be circumnavigated by tracking and detecting
fronts at higher levels (e.g., 700 hPa, Jenkner et al. (2010)). However,
this would complicate the assignment of surface impacts to frontal
points, as cold fronts usually slope backward with height.

The methodology applied in this paper might be used in further
studies to evaluate climate models and their ability to represent
fronts correctly, as well as to investigate the impact of climate
change on fronts, their life cycle characteristics, and relation-
ships with cyclones in climate model projections.
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