University of
< Reading

User experiences with simulated
cyber-physical attacks on smart home loT

Article
Published Version
Creative Commons: Attribution 4.0 (CC-BY)

Open Access

Huijts, N. M. A., Haans, A., Budimir, S., Fontaine, J. R. J.,
Loukas, G., Bezemskij, A., Oostveen, A., Filippoupolitis, A.,
Ras, I., IUsselsteijn, W. A. and Roesch, E. B. ORCID:
https://orcid.org/0000-0002-8913-4173 (2023) User
experiences with simulated cyber-physical attacks on smart
home loT. Personal and Ubiquitous Computing, 27 (1774). pp.
2243-2266. ISSN 1617-4917 doi: 10.1007/s00779-023-01774-
5 Available at https://centaur.reading.ac.uk/120558/

It is advisable to refer to the publisher’s version if you intend to cite from the
work. See Guidance on citing.

To link to this article DOI: http://dx.doi.org/10.1007/s00779-023-01774-5

Publisher: Springer

Publisher statement: Cyber-attack; loT; Smart home; Thematic analysis; Risk
perception

All outputs in CentAUR are protected by Intellectual Property Rights law,
including copyright law. Copyright and IPR is retained by the creators or other
copyright holders. Terms and conditions for use of this material are defined in
the End User Agreement.

www.reading.ac.uk/centaur


http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf
http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence

University of
< Reading
CentAUR

Central Archive at the University of Reading

Reading’s research outputs online



Personal and Ubiquitous Computing (2023) 27:2243-2266
https://doi.org/10.1007/s00779-023-01774-5

ORIGINAL PAPER q

Check for
updates

User experiences with simulated cyber-physical attacks on smart
home loT

N. M. A. Huijts"2® . A. Haans' - S. Budimir® - J. R. J. Fontaine® - G. Loukas* - A. Bezemskij* - A. Oostveen® -
A. Filippoupolitis*® - I. Ras”® - W. A. lJsselsteijn’ - E. B. Roesch’

Received: 18 March 2022 / Accepted: 30 August 2023 / Published online: 22 September 2023
© The Author(s) 2023

Abstract

With the Internet of Things (IoT) becoming increasingly prevalent in people’s homes, new threats to residents are emerging
such as the cyber-physical attack, i.e. a cyber-attack with physical consequences. In this study, we aimed to gain insights
into how people experience and respond to cyber-physical attacks to their IoT devices. We conducted a naturalistic field
experiment and provided 9 Dutch and 7 UK households, totalling 18 and 13 participants respectively, with a number of smart
devices for use in their home. After a period of adaptation, simulated attacks were conducted, leading to events of varying
noticeability (e.g., the light going on or off once or several times). After informing people simulated attacks had occurred,
the attacks were repeated one more time. User experiences were collected through interviews and analysed with thematic
analyses. Four relevant themes were identified, namely (1) the awareness of and concern about privacy and security risks was
rather low, (2) the simulated attacks made little impression on the participants, (3) the participants had difficulties with cor-
rectly recognizing simulated attacks, and (4) when informed about simulated attacks taking place; participants noticed more
simulated attacks and presented decision rules for them (but still were not able to identify and distinguish them well—see
Theme 3). The findings emphasise the need for training interventions and an intrusion detection system to increase detection
of cyber-physical attacks.

Keywords Cyber-attack - IoT - Smart home - Thematic analysis - Risk perception

(< N. M. A. Huijts 1 Introduction

n.m.a.huijts @utwente.nl

Human-Technology Interaction Group, Faculty of Industrial
Engineering and Innovation Sciences, Eindhoven University
of Technology, Eindhoven, The Netherlands

Section Psychology of Conflict, Risk and Safety, Department
of Behavioural, Management and Social Sciences,
University of Twente, P.O. Box 217, 7500 AE Enschede,
The Netherlands

Department of Work, Organization and Society, Faculty
of Psychology and Educational Sciences, Ghent University,
Ghent, Belgium

University of Greenwich, London, UK

Industrial Psychology and Human Factors Group, Centre
for Robotics and Assembly, School of Aerospace, Transport,
and Manufacturing, Cranfield University, Cranfield, UK

Real World Analytics & Al, IQVIA, London, UK

Centre for Integrative Neuroscience and Neurodynamics,
School of Psychology and Clinical Language Sciences,
University of Reading, Reading, UK

D-INFK, ETH Zurich, Zurich, Switzerland

The use of Internet of Things (IoT) devices (also called
smart home devices or smart devices) in households is
becoming increasingly popular. Smart home devices allow
people to operate regular devices (e.g., lights, speakers,
and vacuum cleaners) in their home through smart phone
apps, via voice control or by setting automation. This brings
valuable benefits such as increased functionality, conveni-
ence, and comfort. Notwithstanding all the benefits, these
developments also introduce new risks, especially for cyber-
security breaches. Smart devices have vulnerabilities that
can allow malicious actors (hackers) to gain unauthorised
access, to collect data and/or seize control of pre-existing
functionalities. Besides the violation of user’s privacy, the
intrusion into household devices by means of a cyber-attack
can become a cyber-physical attack, i.e., a cyber-attack with
physical consequences [1, 2].

Various cybersecurity breaches of smart devices (e.g.,
baby monitors, security cameras, and doorbells) have already
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been reported in the media. The breaches resulted amongst
other things in unsupervised conversations with children and
unauthorised online streaming of the breached content [3-8].
Hackers have also been found to exploit vulnerabilities in
smart devices to perform DDOS-attacks (distributed denial
of service), causing disruption of infrastructure (e.g., [9, 10])
such as taking down the central heating system of flats [11].
It could be considered only a matter of time before hack-
ers take even more control by actuating smart devices (e.g.,
switching on sprinklers, starting coffee machine or ovens,
defrosting the freezer, and turning up the heating, control-
ling physical movement of vacuum cleaners) thereby causing
damage to the home and posing physical safety risks for the
dwellers.

Besides one experimental study that has investigated
the structure and determinants of emotional responses to
cyber-physical attack scenarios [12], no insight yet exists
into how people experience being the victim of a cyber-
physical attack in their smart homes. Studies in the context
of burglary, which is another type of physical attack in the
home environment, have shown that victims generally have
considerable negative psychological experiences, often with
a long-lasting negative effect on wellbeing [13, 14]. A study
on long-term in-home monitoring has also shown that, due
to the privacy invasion, people experience negative emotions
and alter their behaviour, such as avoiding walking around
naked [15]. An experimental study on simulated cyber-
attacks (not in the home) has shown that peoples’ cortisol
level and threat perception go up when they are perceiving
to be cyber-attacked [16], while also a cybercrime report by
Norton has found that people experience a range of negative
emotions when being cyber-attacked [17]. Based on these
studies, it may be expected that people also have significant
negative emotional responses to cyber-physical attacks in the
house. However, in contrast to burglary and regular cyber-
crimes, cyber-physical attacks are unique in that they may
cause physical harm in the home (a supposedly safe environ-
ment), while the attacker is physically far away and difficult
to apprehend [17]. These unique properties of cyber-physical
attacks on smart home IoT may lead to unique responses in
comparison to burglary and regular cyber-attacks.

A good understanding of the nature of victims’ experi-
ences when undergoing a cyber-physical attack is key for
understanding the severity of the threat and the efforts that
are needed to reduce the risks to home occupants. Further-
more, it will inform us on how to aid users of smart devices
in becoming more aware and resilient. The current study
therefore investigates how people experience receiving a
cyber-attack on their smart devices in their home environ-
ment using an experimental design. In a field experiment,
nine Dutch and seven UK households were provided with
smart devices, and cyber-physical attacks were simu-
lated. The participants’ experiences were probed through
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questionnaires and interviews. The current study reports the
findings of a thematic analysis [18] of the interviews con-
ducted throughout the study.

To study how people experience cyber-attacks, it is
important to involve researchers in both the cyber-security
domain and the behavioural domain, as well as research-
ers that can bridge the divide between these two domains.
Therefore, cyber-security experts, psychologists, and
human-technology interaction researchers cooperated in
this study to simulate cyber-attacks on smart home devices
and to investigate how they were experienced by the users
of the smart devices. This study took part within the EU
funded project “Emotion Psychology Meets Cyber-security”
(https://cocoon-project.eu/).

1.1 Research aim

As the investigation of the psychological consequences
of cybersecurity attacks on smart home devices is a com-
pletely new area of research about which there is mostly
only anecdotal evidence from media coverage, the aim of
the current study was to explore how people experience a
cyber-attack without imposing a-priori expectations about
the outcomes of the study. Furthermore, we aimed to study
the impact of cybersecurity breaches in a realistic context
as possible. Since actual experiences with cyber-physical
attacks on smart home IoT were still limited, we chose to
conduct a naturalistic field experiment in which we installed
smart devices in participants’ homes and executed simulated
attacks on them. We tracked the participants’ experiences
with the simulated attacks using semi-structured interviews
with open questions.

More specifically, British and Dutch participants were
given a set of smart home devices and, after a period of
getting used to them, underwent simulated attacks whereby
devices acted irregularly as if they had been breached and
controlled by a hacker. First, participants experienced the
simulated attacks without being informed of the goal of the
study. A few weeks later, participants were informed that
simulated attacks had taken place without being told pre-
cisely which irregularities were introduced. The participants
were then again exposed to the same types of attacks, to see
whether being informed about their possible occurrence led
to different detection rates and experiences.

With qualitative research methods, the study aimed to
capture people’s full range of experiences without impos-
ing our own a priori expectations on the study design (for
example through the formulation of testable hypotheses or
through the choice of measurement instruments and closed
question formats). We therefore gathered data through semi-
structured interviews with a large set of open questions,
which were analysed with thematic analysis. These questions
focused mostly on the participants’ positive and negative
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expectations of, and actual experiences with, the devices
before, during, and immediately after the field experiment.

Although no a-priori hypotheses were formulated, the
researchers had some general expectations such as that par-
ticipants would have some awareness of the cybersecurity
risks of smart home IoT due to media coverage of these
risks and that participants would have some kind of nega-
tive experience when noticing a simulated attack or when
being informed about simulated cyber-attacks having been
conducted.

Finally, as cyber-attacks to domestic IoT devices can
potentially lead to physical and financial harm, as well as
psychological distress, the study was developed taking into
account a multitude of ethical concerns, which led to strict
requirements and limitations. This included restricting the
extent of the consequences of the simulated cyber-attacks
(e.g., only opening or closing the shutter of the smart
camera rather than video recording participants through
the smart camera, and having the simulated attacks only
produce sounds with low or moderate volumes); limiting
the use of the devices (e.g. apps were not allowed to be
installed on mobile phones, but only on the dedicated tab-
let that had to stay inside the home to avoid concern about
home activity while being away of the home), allowing only
people that were tested to have sufficient psychological resil-
ience to participate; and carefully monitoring participants’
responses (through an online diary and questionnaire—both
not reported on in this study) so that we could intervene or
stop the study as soon as a worrisome situation would arise.

2 Method
2.1 Participants

The study took place in the Netherlands (NL) and the United
Kingdom (UK), from September to December, in 2018.
Participants were recruited in the Netherlands through the
participant database of the Human-Technology Interaction
group of the Eindhoven University of Technology and in
the United Kingdom through the networks of the involved
researchers at the University of Greenwich (Greater London)
and the University of Reading (Berkshire).

There were several requirements for participants to be
included in the experiment. First, all household members
had to be above 18 years old and had to consent to partici-
pate in the study. Second, to make sure that psychologically
more vulnerable people would not take part in the study,
all household members had to score in the normal range on
the Achenbach System of Empirically Based Assessment
(ASEBA) [19] assessing internalising, thought problems,
attention problems, and externalising. Third, all participants
had to agree to invest a substantial amount of time during

the study, including the use of the devices, taking part in
interviews with the researchers (which were recorded), and
filling in online questionnaires. Fourth, participants needed
to indicate that they would spend a substantial amount of
time at home during the period of the study (so that they had
sufficient interaction with the devices and were more likely
to be at home when the simulated attacks were executed).
This last requirement was relaxed in the UK where it turned
out to be difficult to find sufficient participants. Fifth, par-
ticipants were not allowed to have pets or have much noise
from the streets as we measured the sound level in the home
so that we could later make an estimation of the presence of
the participants in the home during the attacks (which we
did not use in this study). Sixth, participants that needed
weighing scales for medical reasons were not allowed to
participate (as we were going to affect the weights stored in
the app in a simulated attack).

We aimed to have 10 households in each country. How-
ever, due to difficulties finding enough participants and a few
households withdrawing from the experiment early, a total of
9 Dutch households with 18 members (9 men and 9 women,
M, . =54 years old) and 7 UK households with 13 members
(7 men and 6 women, M, ,.=40) completed the experiment.

The Dutch participants could be grouped in largely three
categories: students or employed people in their 20 s (8 per-
sons, 23 to 26 years old), employed and unemployed persons
in their 50 s and 60 s, but before the Dutch pension age
(6 persons, 55 to 66 years old), and elderly retired persons
(6 persons, 68 to 75 years old). The UK participants con-
sisted of 12 employed persons within a wide age range (23
to 59 years old) and one elderly person (in their 70 s).

Ethical approval for the study was provided by each of the
participating universities: Eindhoven University of Technol-
ogy, Ghent University, University of Greenwich, and Uni-
versity of Reading. Participants were compensated for their
participation in the study by being gifted all the IoT devices
at the end of the study (with an estimated worth of approxi-
mately 1000 Euro).

2.2 Design

The participants received a set of smart devices, namely,
a smart weighing scales, a smart security camera, a smart
lamp, a smart speaker, and a set with smart sensors (a motion
sensor, a door-window sensor, and two keychain presence
sensors) and a smart socket. The smart devices were con-
nected to a separate programmable Wi-Fi router, which was
connected to the home router. This router was installed to
monitor traffic of the devices to the internet (which was part
of a study not reported here). In addition to that, they were
given a digital photo frame to plug into the smart socket
(the frame itself was not smart as it was not connected to
the internet) and a tablet to run the apps of the devices (with
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links to fill in the online questionnaire and diary, the data of
which are not used in the current manuscript).

The study consisted of four phases. In Phase 0, the par-
ticipants received the devices. In Phase 1, the participants
started to use and get acquainted with the devices. In Phase
2, the participants underwent a range of simulated attacks
on the smart devices about which they were not informed.
In Phase 3, the participants were informed that simulated
attacks had taken place on their smart devices (without
specifying them) and then underwent the same range of
simulated attacks.

These phases varied in duration for the different house-
holds due to differences in starting times and because the
schedule was sometimes adapted to accommodate for
absence of participants (i.e., as they were traveling for exam-
ple and thus known to be out of the home for multiple days).
Phase 1 ranged between 13 and 59 days (M =35 days). Phase
2 ranged between 12 and 31 days (M =23 days). Phase 3
ranged between 5 and 13 days (M =12 days).

The simulated attacks occurred in increasing intensities,
having either 2 or 3 levels: for example, the first time the
shutter of the smart camera closed and opened once, the sec-
ond time three times, and the third time six times in Morse
code pattern. Table 1 provides an overview of the simulated
attacks per level.

In Phase 2, the attacks generally took place on different
days, with regular “non-attack” days in between, while in
Phase 3 participants received one or two attacks every day.
All attacks were delivered to all households, with the excep-
tion of the level 1 attacks in Phase 2 in households nl2 and
uk1-5, 7, and 9 due to these households starting later and
needing to catch up with the already running study.

With the focus of the study being on cyber-physical
attacks in the home, the devices and corresponding simu-
lated attacks were chosen to cover both cyber and physical
impact observable by non-expert users. In terms of cyber
impact, we chose an attack where manipulation of the digi-
tal output (e.g., weight on the smart weighing scales) can
be observed by the non-expert user through experience
(e.g., by checking on a different scale). In terms of physical
impact, we chose attacks where the impact is audible (smart
speaker), visible (smart light and smart socket), and both
audible and visible (smart camera with large privacy shut-
ter). Additionally, the attacks with physical impact allowed
covering both impact on actuation (smart light and smart
socket) and on physical privacy (smart camera), covering
the two primary families of cyber-physical attacks identified
by Heartfield et al. [2].

All the attacks were executed through login credentials of
the devices, mimicking what an attacker may have access to
if they had acquired these credentials unlawfully. We enacted
the attacks remotely through scripts and automated pipe-
lines, following a precise schedule.

@ Springer

2.3 Procedure

Prior to the study, participants were sent a list of the devices
they were going to receive with links to the user agree-
ments that the manufacturers of the devices provided. At
the first meeting (Phase 0), the participants were informed
again of the procedures and materials related to the study
(devices, interviews, questionnaires) and asked to sign an
informed consent form. Then, the participants took part in
the first interview (coded intphO) and all of the devices were
installed by one of the researchers. The participants were
then instructed to start using the devices in the way they
themselves preferred (start of Phase 1).

Login codes of the devices were not shared with the par-
ticipants, for two main reasons. First, the researchers used
these to execute the simulated attacks via automation by
means of IFTTT and Stringify and therefore did not want the
participants to change the password. Second, the researchers
needed to keep the participants from installing the accom-
panying apps on their own mobile phones and to avoid the
participants from getting worried about simulated attacks
while being away from the home. As a result of not having
the passwords of the apps, the participants were unable to
log into their apps when they accidentally got logged out
and researchers occasionally went to the homes of the par-
ticipants to log the apps back in.

In the middle of Phase 1, all the Dutch participants were
interviewed on their initial experiences with the devices
(coded intphla). It was learned that the participants had dif-
ficulties with installing a second user for the scales and with
commanding the smart speaker. Therefore, we provided all
Dutch and UK participants with extra information on how
to install a second user for the scales and with examples of
commands for the smart speaker. The UK households started
later and therefore had a shorter “acquaintance” Phase 1 and
no mid-interview. After a few weeks, at the end of Phase 1,
the participants were interviewed again (coded intph1b) and
instructed to continue using the devices and filling in the
online questionnaires (starting Phase 2).

During Phase 2, the participants’ devices underwent simu-
lated attacks. Participants could notice the attacks while they
were taking place (e.g., see that the light went on or off or
hear the smart speaker switch on the radio), or later notice
the new state the device was in (e.g., the smart camera shutter
being open instead of closed or the radio being off instead of
on). For the weighing scales, participants could have noticed
for level 1 that their last weight point was no longer visible
in the app and for levels 2 and 3 that there was a different or
new weight in their app. Another way in which participants
could have noticed the level 2 and 3 weighing scales attacks
was that the device did not longer recognize who was using
the scales. Note that the scales use the weight measurements
to identify which of the users is using the scales. Weight
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measurements are then automatically stored in that person’s
account. The level 2 and 3 attack resulted in a relatively high
weight to be in the main user’s history, leading to the device
no longer being able to recognise this main user.

At the end of Phase 2, participants were once again inter-
viewed (coded intph2a). Then the participants were informed
of the goal of the study, which was to see how people would
experience simulated attacks. We did not explain what these
simulated attacks would have looked like or sounded like
(see also Appendix, interview phase 2, part 2). The partici-
pants’ responses to that news were also probed and recorded
(coded intph2b). The participants were then asked whether
they would be willing to undergo the simulated attacks again
(which they all agreed; start of Phase 3).

After undergoing all attacks again, at the end of Phase
3, the participants were interviewed for a last time (coded
intph3). This marked the end of the study. The participants
were gifted with all of the smart devices and the photo
frame, except for the tablet, and were provided some infor-
mation on the chances of being hacked and how to prevent
it. Table 2 shows the interviews taken per household. Guide-
lines for interview questions and the information provided
at the end can be found in Appendix.

The interviews in Phase 0 consisted of an intake interview
prior to the use of the IoT devices, focusing on the partici-
pants’ general domestic technology adoption and usage and
the expectations of the devices provided in the study (i.e.,
expected advantages and disadvantages). The other inter-
views elaborated on positive and negative experiences and
perceived advantages and disadvantages of the provided IoT
devices. Initially, these interviews did not explicitly address
cyber-security and the simulated attacks as we wanted to
access unprompted responses on whether, and how, people
perceived such risks and experienced the attacks respec-
tively. During the second half of the interview at the end
of Phase 2 (intph2b) and during the final interview at the
end of Phase 3 (intph3), the interviews addressed the topic

Table 2 Interviews held per household and the coding used

of cyber-attacks in general and the simulated attacks more
explicitly. During the final interview (intph3), all individual
simulated attacks and day/time of execution in Phase 3 were
shown to the participants, to which the participants could
then comment on noticing them or not, and whether they
would have been able to notice them (i.e., whether they were
at home and presumably in the same room). We did not show
and discuss the list of attacks and the dates and times of the
attack in Phase 2 (intph2b) because we did not yet want
to inform the participants of the details of the simulated
attacks. This prevented us, however, from getting an estima-
tion whether the participants would have been near enough
to be able to notice the simulated attacks in this phase.

The interviews allowed for some flexibility to adjust ques-
tions according to the context of the interview. Per house-
hold we had between 74 and 260 min of interview material,
amounting to 43 h and 53 min of interview material in total.
The Dutch interviews were transcribed by a student assistant,
while the UK interviews were professionally transcribed.

2.4 Analyses

We conducted thematic analysis on the interview data [18,
20]. Author N. H. first actively read all the interviews and
made a list of possible codes, a code being “an analytically
interesting idea, concept or meaning associated with par-
ticular segments of data” (p.53) [18]. This makes the exten-
sive and rich raw data “accessible” for analysis. Then N. H.
coded all snippets of the interviews and developed prelimi-
nary themes, a theme being “a pattern of shared meaning
organized around one central concept” [18]. These initial
themes were then revised and validated through an iterative
process of going back-and-forth between themes and the raw
data. To do that, in several cycles, N. H. reread all of the
collected snippets per theme while looking for the deeper
meaning of what was going on and discussing this with
co-authors A. H. and W. L. J., reformulated the themes and

Household numbers Phase 0 Phase 1 Phase 2 Phase 3
(In the middle) (At the end) (At the end) (After revealing goal) (At the end)
intph0Q intphla intphlb intph2a intph2b intph3
Netherlands (NL):
hhnl 1, 2,3,4,5,6,8,9, 10 X X X X X X
United Kingdom (UK):
hhuk 1,2,3,4,5,7,9 X X X X x!

Phase 0 was the moment the devices were introduced to the participants. In Phase 1, the participants got used to the devices. Phase 2 had the
first round of simulated attacks delivered. Phase 3 had the second round of delivery of simulated attacks after the execution of simulated attacks
(without providing details about the simulated attacks) was revealed to the participants

'hhuk?2 did not participate in the interview of phase 3
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subthemes, and recoded and again collected fragments for
each newly formulated sub theme. These steps were repeated
until a coherent set of themes and sub themes was developed
that described well what was really going on with respect to
participants’ experiences of the simulated attacks. The cod-
ing was thus done by one coder only, which is common and
considered good practice in thematic analysis (p.55) [18].

3 Results

With thematic analysis, four main themes with several sub-
themes were identified (see Table 3 for an overview). We
will discuss them one by one. Note that in the fragments
provided below, “I” refers to the interviewer, “M” to male,
and “F” to female participants.

3.1 Theme 1: the awareness of and concern
about privacy and security risks was rather low

Participants showed little awareness of the privacy and secu-
rity risks of the smart devices, and if aware, people thought
the risks were negligible.

3.1.1 Subtheme 1.1: few participants brought up privacy
and security risks when asked for disadvantages
or risks of the devices, and when they did, concern
was low

When asked for disadvantages of the smart devices before
revealing the simulated attacks, the participants rarely

Table 3 Four themes and their subthemes extracted from the data

mentioned risks, let alone privacy and security risks. When
specifically asked for risks, privacy and security risks were
still hardly mentioned or only very minimally.

I (interviewer): Do you see any risk with such devices?
F (female participant): No, not at all. (hhukl, intphQ)

Some people mentioned other risks, such as becoming
dependent on the devices, the devices not functioning prop-
erly, fire caused by the devices, and electromagnetic radia-
tion risks.

I: Do you think they [the devices] come with risks?
(...) F: No, I couldn’t say. M (male participant): No.
I don’t see any risk actually, none at all. F: They are
not devices that heat up or something happens to them.
So. M: No, and they are not using much power I think
(hhnl4, intph0)

Most participants did not read the user agreements that
we emailed to them just before the start of the study. Reasons
provided by the participants were that they generally find
the information in those user agreements too long, difficult
to understand, or useless to themselves. They also provided
reasons such as trusting that there is nothing outrageous in
these agreements, trusting the researchers that selected the
devices, trusting that they would get warned through the
media or people they know when there is something in the
user agreement that is not acceptable, or arguing that they
would not be able to do anything about it when they would
disagree with it, or, that they were not worried about the
data collection.

1. The awareness of and concern about privacy and security risks was rather low
1.1 Few participants brought up privacy and security risks when asked for disadvantages or risks of the devices, and when they did, concern

was low

1.2 The participants mentioned several reasons why they were not worried about privacy and security
1.3 The participants often had a limited understanding of how the devices worked and limited knowledge about cyber-attacks, which may have

restricted their awareness of the risks

1.4 The risks became less salient during the use of the devices as people grew accustomed to the presence of the devices

2. The simulated attacks made little impression on the participants
2.1 The participants often did not notice the simulated attacks

2.2 There were several reasons why the participants did not notice the simulated attacks
2.3 Noticed irregularities were rarely experienced as a significant event and easily forgotten
2.4 Participants did not indicate a negative change in their opinions about the functioning of the devices after undergoing the simulated attacks

unknowingly

3. The participants had difficulties with correctly recognizing simulated attacks
3.1 When simulated attacks were noticed, the participants often misattributed them

3.2 Participants were hesitant to label a simulated attack a cyber-attack

3.3 The participants were regularly very uncertain about what caused the irregularities that were related to a simulated attack
3.4 When informed about simulated attacks having taken place, the participants intermingled simulated attacks and irregularities that the

devices naturally exhibit

4. Being informed about simulated attacks taking place leads to more identification and reasoning about them
4.1 When informed about simulated attacks taking place, more simulated attacks were noticed and classified as such
4.2 Some participants provided a decision rule for telling apart a random irregularity from a simulated attack
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There were a few participants who were aware of privacy
and security risks. However, more often than not, they did
not have a very strong concern about risks for themselves.

M: Privacy is a risk because anything is hackable.
(hhuk5, intphQ...) M: I think the Internet of Things
software is not completely airtight, there are a lot of
stories of smart TV’s and such that get hacked, but
the chance that someone specifically stands in front of
our door to hack our camera is quite unlikely, I think.
(hhnl5, intph0)

F: Uh, well, I am not knowledgeable about this at all,
it does not keep me awake at night or anything, but our
son in law (...) is world champion hacking and says
that it is all possible. However, we did not really have
a conversion about that (hhnll0, intph2a)

M: Imagine that they can see what you do, continu-
ously. (...) But I say: ‘that thing can also be turned
off’ (...) Those are the things of which you say ‘are you
afraid of that?’ No. But it is a disadvantage. I am not
afraid of it. (hhnl9, intph0).

The participants mostly expressed concern with the secu-
rity camera recording them. Some participants, however,
mitigated the concern by facing the camera towards the wall
or window so that they themselves would not be recorded by
it, or by turning it on only when going to sleep.

I: So you have not really mentioned the risks of the
devices? F: No, I sense no [risks]. M: No, I have no
risks at all. F: The only thing maybe, uh, the only thing
might be the camera (...) because I think we don’t see
that as having risks because we point it at the balcony,
so if someone sees what the camera sees, yes, well then
it is a balcony, you know? (hhnll, intla)

The participants were also less concerned because the
camera had a shutter, which was a very clear indication to
them that they were not being watched or recorded.

M: Because now, it feels like I can control it. So if I
say, if I feel unpleasant because the shutter is open,
then I say ‘shutter close’ (...) and I know when it is
closed it cannot record anything, even if it would be
on (...). (hhnl2, intphla)

While people in general perceived little to no privacy
and security risks at the beginning of the experiment, par-
ticipation in the home experiments did lead to increased
awareness.

F: I definitely experienced the photo frame coming on
spontaneously (...) M: It just made me think a little bit
more that, you know, the security, you do need to be
security conscious (hhuk7, intph3).
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3.1.2 Subtheme 1.2: the participants mentioned several
reasons why they were not worried about privacy
and security

The participants mentioned several reasons for why they
were not very worried about privacy and security risks.
First, several participants expressed the likelihood and the
consequences of a cyber-attack being low. They thought it
was very unlikely that they would be personally targeted,
as they had nothing interesting to offer. They also thought
that if they would be cyber-attacked, it would have little
consequences, for example because they had nothing to hide
or that little sensitive data was collected by the devices that
they would not want to share.

M: 1 think the chance [of the devices being hacked] is
extremely small and not significant to think about it
[laughs] or worry about it. F: Yes, particularly the fact
that you could be personally hacked is very small; the
chance that you are targeted. (hhnl5, intph2a)

I: What are the chances of your house being hacked?
That someone can get into your devices? M: At the
moment it's not so large because there are not so many
devices so nobody feels like looking at that. (hhnllO0,
intph2a)

M: No and I wonder what they are looking for with
me. Such a regular family. There are no millions in
the home, they cannot find anything here that someone
would be happy with. Then I think to myself, well, it
will not happen to me, I don’t think so. (hhnl4, int-
ph2a)

I: How do you think you would have reacted if we had
discovered that you were hacked by someone else,
someone that we don’t know? F: For us it does not
matter so much, I think. M: Yes, nothing much happens
here that nobody can know about. (hhnl4, intph2a)
M: The only time data ever becomes a concern is if it
falls into the wrong hands, if their systems get hacked.
I'm not really bothered because at the moment eve-
rything that we use, there's no bank details, there's
none of that kind of stuff, so that's not really an issue.
(hhuk4, intph2a)

F: Someone can hack my laptop and they will have far
more valuable information than if they hack any device
in this house, you know? M: That’s true. Exactly,
because we’re not bankers or Theresa May or some-
one who is actually, you know, hacking the... F: Yeah,
there’s nothing, yeah. (hhuk5, intph2a)

I: If one of your devices would be hacked, do you
think it would have serious consequences or not? P:
It wouldn’t. Because I interact with them in a very
limited way and someone knowing what type of pho-
netic commands I give to [name smart speaker] and
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what is my average weight utilising the scale I don’t
think it’s of significant value. (hhuk2, intph2a)

Second, several participants expressed trust in manu-
facturers caring for their reputation and thus selling good
devices and in the researchers [the authors of this paper]
selecting good devices.

I: In general, you have trust in the manufacturers of
the devices? M: Yes, yes, certainly. M: I think that
you as a manufacturer should not want your devices
to be inadequately used, because then you are dig-
ging your own grave. So they will have paid attention
to that. (hhnl9, intph2a)

M: You [referring to the researchers] come and
bring that stuff and I have the fullest confidence in
the comings and goings of the TU [university that the
researchers were connected to], so that should be in
order. (hhnl4, intph2a)

Third, some participants were less concerned because
they came up with preventive measures to limit the risks.
Such measures included choosing strong passwords for the
Wi-Fi router, setting the router well, and limiting the use
of the device or the data that it can collect.

M: A disadvantage that I can think of is when some-
one can enter your network from the outside and
watch the camera footage. (...) but you can solve
that quite easily by securing yourself with good pass-
words and such, and not just choose 123 as a pass-
word (hhnl3, intph0).

M: If you have got nothing to hide, then there is no
real reason [to worry] ... as long as you are not giv-
ing away top secrets, I wouldn’t sit here and verbalise
my private bank accounts, pin numbers, sort codes. 1
think that would be a worry. So, you have just got to
be conscious of what data you are happy to share, and
it is like anything you type into a computer, even an
email, you have got to assume that that email could be
read by the world. (hhuk9, intph2a)

M: As long as that router is well set, then it will be
alright (hhnl5, intph0)

M: I knew that it listens to everything that is being said
in the nearby area. So, even though it’s a passive lis-
tener, I have some reservations whether all this that is
being recorded is going somewhere or just the request
after triggering it. (...) So, therefore I try to have some
kind of more sensitive communications in a different
room. (...) Beyond this living room. (hhuk2, intph0)
M: I don’t like in general any collection of data
about how I am using the devices or how I am using
the Internet. (...) I consciously do not ask anything

too complicated or too private. I think I try to have
a very generic use of [name smart speaker]. (hhuk2,
intph2a)

However, opposite to being in control with preventive
measures, the feeling that one has no control over pri-
vacy and security can however also be a reason to bury
one’s head in the sand and try not to worry, as one par-
ticipant expressed in the context of the data collection by
the devices.

F: I don’t want to know what [name tech company]
knows about me, it knows more than I think. And I
would rather not know what they all know, because
I cannot change it anyway. (...) Then I conclude that
it does not make you happy because all these devices
know too much about you and it can only go wrong in
the end. (...) I'd rather not worry so much instead of
thinking the whole day like ‘oh no’ because that does
not make it any better (hhnl3, intph2a)

When talking about hacking, another participant also
expressed helplessness.

F: Well, it may happen, but then we can’t do anything
about it. (hhnl4, intph2a)

3.1.3 Subtheme 1.3: the participants often had a limited
understanding of how the devices worked
and limited knowledge of cyber-attacks, which may
have restricted their awareness of the risks

The participants often had limited understanding of the
functioning of the devices; the researchers therefore needed
to provide quite some support to help participants use the
devices, such as help with adding a second user to the scales.
This limited understanding may have led to insufficient
understanding of factors relevant to the privacy and security
risks. Several participants were for example unaware that
data was processed and stored on the cloud, i.e., that data is
transmitted and stored on remote storage systems, where it
is maintained, managed, backed up, and made available to
users over the internet.

M: When something about the use of the devices goes
outside [data about the usage], does it go to you [the
researchers] or the companies [the manufacturers]?
(...) I wonder. Only now. (...) I: Where do you think the
footage of the camera is stored? In the camera itself,
in the tablet, or elsewhere? M: In the tablet, or maybe
further. But I don’t know. (hhnl4, intph2a.)
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Participants also regularly seemed unaware that a hacker
could potentially open the shutter of the smart camera, the
presence of which made them feel quite protected.

M: With the shutter you at least can be sure. (hhuk2,
intph0)

3.1.4 Subtheme 1.4: the risks became less salient
during the use of the devices as people grew
accustomed to the presence of the devices

Some participants mentioned that concerns and aware-
ness diminished over time. It seemed that habituation took
place and that the devices blended into the background or
participants started feeling more in control, leaving them
less conscious and concerned about privacy and security
implications.

F': Risks, they feel much less now than 1.5 week ago.
Then we had something with hacking and those kinds
of things, but now I am not bothered by that at all. M:
because I now feel that I have control (hhnl2, intphl)
1 think he [the visiting boyfriend] was really conscious
about the camera and turned it off. Then I kept it on
and he just got used to it the 2nd or 3rd week. (hhukl,
intph2a)

3.2 Theme 2: the simulated attacks made little
impression on the participants

The simulated attacks were often not noticed or not con-
sciously experienced as a significant event, were easily for-
gotten, and had no effect on how people experienced the
devices overall.

3.2.1 Subtheme 2.1: the participants often did not notice
simulated attacks

We found that many of the simulated attacks went unnoticed,
particularly so in Phase 2, in which the participants were
not yet informed about them. This became obvious from
some of the participants’ responses when the researchers
revealed that unbeknownst to the participants, they were the
recipients of simulated attacks. Some participants said they
could not think of anything that happened that could have
been an attack.

F: I really have no idea. I have really not noticed it,
that it happened. [participant was referring to the
simulated attacks] F: No. (hhnl3, intph2b)

MI: I can't say I have noticed anything. M2: No, noth-
ing. (hhuk9, intph2b)
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Particularly the simulated attacks with the smart camera
went unnoticed. Almost no one reported noticing a change
in the status of the shutter. This was especially surprising
because participants felt most concerned about the camera
being on (as mentioned in Subtheme 1.2) and some par-
ticipants explicitly mentioned that if something would have
happened with the camera, they would not only have noticed
it but also would have found it scary.

M: It would be really creepy if that thing [talking
about camera shutter] would suddenly ‘prrrr’ open
[laughs] and starts recording (...) F: so, uh, we did
not see anything [laughs] (hhnl5, intph3)

M: If you had opened and closed the camera [refer-
ring to the shutter], imagine if, but I don’t know if that
is possible, then I would have found that unpleasant.
(hhnl2, intph2b.)

3.2.2 Subtheme 2.2: there were several reasons why
the participants did not notice the simulated attacks

Not noticing the simulated attacks while being at home can
be divided into two distinct situations: (1) the attacks hav-
ing been simply invisible and inaudible to the user and (2)
the attacks being in principle visible and audible, but still
going unnoticed.

In the first category, some of the devices where briefly
disconnected from the automation service that was used by
the researchers for carrying out the simulated attacks, which
resulted in some of the attacks not being conducted. It is pos-
sible that the household’s network became inaccessible and
the devices’ connections to the service simply timed out; it is
also possible the household itself logged out of the account.
Second, some of the participants used automation that
masked the toggling of a device. For example, people set the
lamp to go on when they would come home, and therefore
could not have noticed that the lamp had gone on already
earlier as a result of the simulated attack. Third, many simu-
lated attacks took place when participants were not neces-
sarily in the room in which the devices were placed. Fourth,
several participants had stopped using devices, or used them
in a minimal way. For example, several participants had the
security camera facing a wall or window which would have
made it impossible to see whether the shutter was open or
closed at any time of the day, and many participants used
the scales without regularly looking at the app that shows
the history of weighing points and therefore did not notice
weighing points being deleted or added.

In the second category, people did not always use the
devices in a routine-like fashion and therefore did not
remember the state the device had been in. They might also
not have known whether a housemate changed the status of
the device.
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M: What would be slightly possible is that it was some-
times on in the morning when we did not turn it on, or
that it would be off in the morning when we did turn it
on. But those are things, I do not think about it much,
we just go to bed and then it is ‘switch on the camera’
and then I walk to bed. F: We also do not turn it on
every evening (...) so we do not have a routine and
cannot check very well in the morning if we had turned
it on or not (hhnl5, intph3)

F: With the camera sometimes: have we turned it off
or not, because it is on? Did you switch it off, or didn’t
you? Yes, then we don’t know. (hhnl4, intph3)

Furthermore, people may have been in the room but still
did not observe the event. Particularly for the security cam-
era, people could have heard the shutter opening or closing
but nevertheless did not notice it. A likely reason was that
the sound of the TV, or perhaps something else, had masked
the sound of the shutter moving.

M: Well, if we were watching a programme down here
we may not have heard it. (hhuk?7, intph3)

M: I was here, I was watching TV for sure. I didn’t
notice it. (hhuk3, intph3)

3.2.3 Subtheme 2.3: noticed irregularities were rarely
experienced as a significant event and easily
forgotten

Irregularities were often not experienced as a significant
event. Several times, participants only realised that they
had noticed something irregular during Phase 2 when we
afterwards told them about executing simulated attacks
(end of Phase 2) or listed the specific simulated attacks
(end of Phase 3). The noticed irregularities had been dis-
missed or forgotten or confused for something else which
was not considered that important, such as having forgotten
to turn something on or off or resulting from an attempt to
set automation.

M: The photo frame. I switched it off for the day
and then I came home and then the photo frame was
switched on and it was really weird. Or I've left and
I came home and the lights were still on in the flat. 1
definitely remember closing the door. (...). [automa-
tion was set such that opening and closing the door
activated the lights] M: Initially for a moment and then
I was like, it's fine, and then I switched the thing back
off, or I just thought, ‘that’s a bit odd' and I turned
[name smart speaker] off. (...) F: Yeah, it's easily dis-
missed (...) Had it been more consistent perhaps it
would have provoked a bigger reaction, but I think it's
just easily dismissed.” (hhuk4, intph2b.)

I: On the 9th of December, the lights went funny at 3
o’clock during the day. You may have noticed them
being off or on when you returned home. (...) M: Yeah,
so I do remember finding it on. (...) I thought I forgot it
or whatever. (...) Yeah, it was also the time I was trying
to make it work with the smart [inaudible — something
about automation presumably]. It never happened. 1
thought they worked, but I hadn’t from what you are
saying.” (hhuk3, intph3)

3.2.4 Subtheme 2.4: participants did not indicate
a negative change in their opinions
about the functioning of the devices
after undergoing the simulated attacks unknowingly

After the first set of simulated attacks was executed in Phase
2, but before we revealed that we had conducted the simu-
lated attacks, we asked participants whether their opinion
about the devices had changed in the last few weeks. The
participants often said no. When they did say it had changed
in some respect, or just commented on some of the devices
in response to this question, they frequently mentioned a
negative experience with the devices that did not relate to a
simulated attack. In no instance did they mention a negative
change in their opinion because of experienced irregularities
that were related to the simulated attacks.

I: Do you feel that your opinion about the devices has
changed over the past few weeks? F: No. (...) I: Do you
feel that the devices are functioning as they should?
F: Yes, only with the light it is difficult (...), it does
not hear me when the radio or TV is on or someone
is talking. Then I need to repeat the command up to
four times. [note by the researchers: she was talking
about commanding it through the smart speaker. This
was not a consequence of a simulated attack] (hhnli0,
intph2a)

I: Do you have the feeling that your opinion about the
devices has changed in the past weeks? M: No, yes I
have to say that lately I have had issues with the smart
speaker, that we, with three or four people, independ-
ent from each other, tried to ask a certain song from
[name music application] but that went really wrong.
Every time it failed to understand what you had said
[this was not a simulated attack] (hhnl3, intph2a).

I: Do you feel that your opinion about the devices
has changed over the last few weeks? F: Yes, when it
comes to [the] light I find it a bit annoying. Because 1
can’t get it to work. Because it’s something that I really
enjoyed using and I am not able to continue using it in
the same way as I used to in the beginning. (...) [note
by the researchers: this was not a simulated attack] I:
So, apart from the [name lamp] do the devices function
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as you think they should? F: Yes, I am happy (hhukl,
intph2a)

3.3 Theme 3: the participants had difficulties
with correctly recognizing simulated attacks

Irregularities caused by the simulated attacks took place
amidst other irregularities that the devices exhibited, and
it was difficult for the participants to tell them apart and
ascribe the right causes to the different events.

3.3.1 Subtheme 3.1: when simulated attacks got noticed,
participants often misattributed them

The participants misattributed the simulated attacks, such as
to technical issues with the device like a bug or connection
issues, or to themselves or other people in their household
doing something.

Words used to indicate technical issues with the devices
and/or their connectivity were bug, blip, glitch, technical
fault, system error, or connection issues. More vague terms
used were “something that those devices do” and “these
things can happen”. The participants mentioned such things
very often when talking about an irregularity related to a
simulated attack.

F: I thought maybe it [the scale] just didn’t recognise
me because these things can happen. (hhukl, intph2a)
F: Maybe there is something wrong with the Wi-Fi and
therefore the socket went off. (hhnll, intph3)

M: I think that it [the smart scale] misclassified [name
female] and put it [a weight reading ] on my account.
(hhnl5, intph3)

M: We suspect no connection, that it has problems
with the connection. F: Yes, I think that maybe when
the outlet loses its Wi-Fi connection, it goes off, that
might be possible. (hhnll, intph2a)

F: Oh well, that's just technology, sometimes it does
weird things. M: Sometimes technology does weird
things. (hhuk4, intph2b)

F: Well, we switched it back on again and then it
worked, so then we thought, it must have been some-
thing in the device (hhnl2, intph2a.)

M: I thought more that it was a system error than that
it was really hacked (hhnl3, intph3)

The participants sometimes attributed the simulated
attacks to something they themselves or other people in or
around their household did.

F: Ok, one day [name smart speaker] was on when [
got here. That’s the only thing. (...) And I was blaming
my boyfriend that he left it on.” (hhukl, intph2a)
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M: Now that you mention it, I think a week or so ago
I heard music (...) apparently it was not turned off
properly (hhnll0hhnll10, intph2b)

M: I had been fumbling with the tablet for a while
(...) then I was sure that the camera was off. And at a
certain moment I looked up and it was on. I thought
‘have I touched a button here or something’? (hhnl4,
intph3)

M: That the [name weighing scales] did not recognize
me while I did not weigh differently. F: Yes, and sud-
denly there was a very high weight in it, for you (...) it
thought it was me with that painting [the participant
weighed herself with a painting in her hand to deter-
mine the weight of the painting]. M: or that I was still
wearing shoes. Yes, because there was also no fat per-
centage there. (hhnll, intph2b)

Other irregularities that the participants experienced
with the devices (thus not related to a simulated attack)
were attributed to similar things (technical issues within
the devices or with the internet connection, oneself or other
household members somehow causing it), which may have
contributed to making it difficult to tell the events apart.

F: Oh, yes, I have noticed that the lamp does not
always respond in the same way (...) I thought I did
not speak clearly enough or there was too much back-
ground noise. (hhnll0, intph2b).

F: And then the smart scales, (...) it came up with
‘error’. (...) First, I thought maybe have I not, you
know, done it correctly, and then it came up with
‘error’ again, so I'm not sure whether it was the
research team [that was executing the attacks] or the
fact that I just didn’t take my feet off and then it gives
me a reading. I don’t know” (hhuk4, intph3)

F: It said something like “Cannot connect” (...) I
don’t know why (...) It never said that before. The week
before he had been playing a lot with the tablet includ-
ing looking at things related to the weighing scales and
1 think he must have touched something. I said ‘have
you done something to the scales last week because |
have not seen this before’. (hhnl4, intph2a)

M: Well, actually I went on to the tablet (...) and it just
said disconnected so I checked my router thinking it
might have been mine because yours was connected
to my router but when I checked my phone, which is
connected to my router and that was all fine so the
internet was fine and everything was fine it was just
your router or the survey router was somehow discon-
nected, the lights were flashing but it didn’t seem to be
all of them so I assumed it must have been something
irregular going on, I'm fairly certain unless it was just
a blip from a router they did those things but unless
it was that it must have been you or not you but your
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colleagues [one of the researchers executing the simu-
lated attacks]. (hhuk9, intph3)

3.3.2 Subtheme 3.2: participants were hesitant to label
a simulated attack a cyber-attack

Before revealing that we performed simulated attacks at the
end of Phase 2, participants in two households entertained
the thought that someone outside their household was caus-
ing an irregularity which was actually a simulated attack.
However, they were very hesitant to label it as a cyber-attack
by a hacker.

F: I was thinking, if someone would be on our Wi-Fi,
but how could they? I don’t know. I have no idea. 1
think it is just an error in the system. M: Yes, that is
more likely, an error in the system. (hhnl5, int4.1)

F: Could it be someone from outside, who walks by?
I know when our kids were thirteen years old, they
discovered that they could take the remote to the
neighbours and change the channel [laughs] that is
the association I had (...) I did feel like Big Brother is
watching you after that happened. I did not have that
before that time (hhnl8, intph2a)

In two other households, the participants were guessing
that the researchers did something.

M: And then there’s a moment that she [the smart
speaker] did not follow up yesterday’s command,
which I always use [note by the researchers: this was
not a simulated attack]. She needs a different com-
mand, and then I think to myself ‘would they be touch-
ing the buttons at the [name of the university of one
of the participating researchers]’? (...) M: And then
[ started thinking (...) would [name interviewer] be
behind it somewhere, doing something. (hhnl4, int-
ph2a)

F: Well, I think it has to do with the test period. (...)
That you are investigating remotely whether it is well
controllable. You from the [name of the university of
one of the participating researchers], or .... (hhnl9,
intph2a)

After revealing that we had executed attacks, two other
participants also told us they had been considering that the
research team was doing something with the devices. They
were very uncertain about this, however.

M: There were a few things that I know that happened
and I thought, that's a bit weird. I spoke to somebody
else about it and I said, 'Do you know what, I think
maybe that it has been done on purpose to see what
would happen,' or whatever. (hhuk4, intph2b)

I: And we wanted to determine if you would notice it
when the devices would exhibit irregular behaviour.
F: 1did think about it once [laughs] (...) I thought
‘no, they won’t do that’ [laughs] (hhnl2, intph2b)

Besides these references to others somehow getting
access to the devices or the researchers causing them, there
were no references specifically to a real cyber-attack tak-
ing place. This was even the case for the husband of the
female participant who considered for a moment that the
researchers were interfering (see previous quote):

M: But not once, not for a second, did I consider
‘damn someone is doing something with those
devices of mine’. (hhnl2, intph2b)

Participants did not provide reasons why they more
readily considered researchers causing irregularities,
rather than an outsider performing an actual cyber-attack.
We presume, however, that this is likely caused by the fact
that our participants had very little concern for and aware-
ness of the risks of cyber-attacks (see Theme 1).

Surprisingly, participants who mentioned cyber-attacks
as a risk in the first or second interview did not mention
any suspicion of being cyber-attacked, such as the couple
in household hhnl10, who explicitly mentioned the pos-
sibility of the devices being cyber-attacked in several of
the interviews.

3.3.3 Subtheme 3.3: the participants were regularly very
uncertain about what caused the irregularities
that were related to a simulated attack

The participants often guessed several reasons for an event
and were not sure what the real reason was. Sometimes
participants could not come up with any reason at all for
an irregularity caused by a simulated attack.

F: The scale didn’t recognise me (...) I: How con-
fident are you that this is an irregularity caused by
the researchers? F: I am not really sure. Cause it
would sometimes not recognise you and then would.
Because I am not really sure how they can hack that.
I: Could it have been caused by something else? F:
Could be a technical fault, anything really. Internet
connection. I mean I haven’t done anything with my
Internet connection. Have not done anything or reset
any devices during this period (...) this case, it could
really be anything. (hhukl, intph3)

F: [talking about the photo frame going on and off] I
still don’t know what caused it. (hhnll, intph2a)
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3.3.4 Subtheme 3.4: when informed about simulated
attacks having taken place, the participants
intermingled simulated attacks and irregularities
that the devices naturally exhibit

In Phase 3, when informed about the simulated attacks and
asked to undergo them again, participants mentioned irregu-
larities brought on by us [the researchers], intermingled with
irregularities that the devices exhibit by themselves, without
making a clear distinction. This also suggests that the par-
ticipants were unable to tell them apart.

F: [name smart speaker] not playing the radio or not
turning on the light when I said it. <pause> Or I mean
it was mainly to do with [name smart speaker] and
lights and scale not recognising me” (hhukl, intph3)
[note by the researchers: The radio not playing and
lights not turning on was not a result of a simulated
attack, while the scales not recognizing the user was. |
M: Only that the device did not recognize me [name
scales] and that it had also identified me as a guest,
and that one time it turned off when we were at home,
but otherwise, no. I do have to say that [name smart
speaker] acted very strange a few times, she would
hear me and I gave the order with the same command,
sometimes even louder and then, in the end she does
not say anything (hhnll, intph3) [note by the research-
ers: The smart scales not recognizing the user was a
result of a simulated attack, while the smart speaker
not responding was notJ

3.4 Theme 4: being informed about simulated
attacks taking place leads to more identification
and reasoning about them

When participants were informed about simulated attacks
taking place, they noticed more attacks and even wondered
why they had not noticed them before. They also sometimes
had good arguments for identifying why something was a
simulated attack and not another irregularity caused by the
technology itself.

3.4.1 Subtheme 4.1: when informed about simulated
attacks taking place, more simulated attacks were
noticed and classified as such

When people underwent the simulated attacks again in Phase
3, they more often noticed the events and regularly correctly
identified them as a simulated attack.

F: So, the light came off when I went to the kitchen.
When I went back in, it was still off, so I closed the
door, I opened, and then the lights came on [automa-
tion was set to switch on the lights when the door was
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opened]. It did it again, it did it twice to me. (...) I:
Can you tell me how confident you are that this was an
irregularity that was caused by the research team? (...)
M: I'd probably say at least, like, 95%. (hhuk4, intph3)
I: In the past weeks, you have been deliberately hacked.
Can you tell me how you have experienced this? (...)
F: [name smart speaker] at some point started playing
music. M: Playing the radio as well (...) I think it was
BBC radio 1 <laughs>. It was quite uplifting music.
Yeah, it was funny. (hhuk3, intph3)

I: Since I last saw you, you've been deliberately
hacked, and can you tell me (...) how you experienced
it?(...) M: The most obvious one was when we were
at bed at 9.30 and [name smart speaker] just started
playing the radio by itself. (...) it was super-obvious
(hhuk5, intph3).

The latter respondent even wondered why they did not
notice such events before (i.e., in Phase 2 of the experiment
before the simulated attacks were announced):

M: ... that I'd been wondering if it had actually hap-
pened when we were at home before you told us or if
we were just so oblivious to it. (hhuk5, intph3)

However, as was clear from Theme 3, even after having
been told about the simulated attacks (but without specifying
what these attacks entailed), attacks and other irregularities
were often confused for each other.

3.4.2 Subtheme 4.2: some participants provided
a decision rule for telling apart a random irregularity
from a simulated attack

Several participants expressed consistent reasons for decid-
ing that an irregularity was a simulated attack and not the
result of another household member’s behaviour or a glitch
in the Wi-Fi connection. For example, the devices turning on
by themselves (unauthorised actuation [1]) were a sign for
these participants that it must have been a simulated attack.
In contrast, not executing a requested action (prevented actu-
ation[1]) was ascribed to a system malfunction. While it is
true that prevented actuation has several possible common
causes (loss of connectivity, software error) and that unau-
thorised actuation is uncommon to be caused by a legitimate
system malfunction, their rationale for telling the two apart
was incorrect. Both could represent legitimate impact of an
attack. However, in the study, they were not presented with a
prevent actuation attack and as such their incorrect decision
rule was not put to the test.

M: Mostly it was devices starting by themselves... F:
Yeah. M: ...at times when they were not told to do, so
it was actually quite obvious” (hhuk5, intph3)
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I: On the thirteenth you told me that on the twelfth
the outlet spontaneously switched on. We did that. Did
you think that it was us [the researchers] or did you
think it was something else? F: You. I: Why did you
think that? F: Because we had not given a command,
to [name smart speaker] or something. I: And other-
wise something like that does not happen? F: No. M:
No. (hhnl6, intph3)

F: Yeah, like we were all used to technological glitches
so like if something fails to work then we wouldn’t
assume that was a hack but if something comes on
spontaneously that doesn’t look like a technological
glitch. (hhuk7, intph3)

Furthermore, when a different channel than the default
option was used it was correctly considered a sign; indeed,
one of our attacks involved starting a specific radio chan-
nel, which very likely was not the one that the participants
already used.

F: It is also strange that we have [name music appli-
cation] as a default music thing and it used ‘tune in
radio’ for that radio station (hh5, int4.1)

Finally, something happening more than once was con-
sidered a sign by a participant.

F: When it turns on or off only once, you can still
think, hmm, ok, maybe something is wrong, but when
it goes on, off, and on again, then it is like, yeah, this
is not an accident (hh5int5)

Although this was indeed a characteristic of many of our
level 2 and 3 simulated attacks, it could potentially also be
the result of something caused by the device itself. Also,
three of the level 3 attacks consisted of Morse codes, which
none of the participants noticed. If they had recognised that
a Morse code was repeated, this would have been a telling
sign of a purposeful attack as opposed to a random error.

3.5 Final remarks

A final important point is that, although the researchers had
no a-priori hypotheses, the researchers did, to some extent,
expect participants to negatively experience the simulated
attacks. Unexpectedly, however, the participants (at least the
ones that participated until the end of the study) generally
expressed few negative responses to the simulated attacks.
In addition, the participants also expressed surprisingly
few negative responses when being informed about having
undergone simulated attacks. Many participants thought
it was funny and interesting that we had conducted simu-
lated attacks on them and felt that undergoing the simulated
attacks again and trying to identify them would be like a
game and a nice challenge. The lack of negative responses

may be due to the participants often not noticing the attacks
and not experiencing serious consequences of the attacks.
It may also be due to the trust the researchers enjoyed, the
fact that we explained that the study had been approved by
the ethical committees of the respective universities and that
we reassured them that we had not been and would not be
listening to them or watch them through the smart devices.
In addition, the Dutch participants mostly had more often
participated in experimental studies and knew that the goal
of a study could be quite different from what they expected
beforehand.

4 Discussion

In a naturalistic field experiment, we studied how partici-
pants in 16 different households in the Netherlands and the
UK experienced simulated cyber-attacks on smart devices.
Thematic analysis on interview data of the experiment
yielded four main themes.

First, participants had little awareness and concern about
cyber-security risks, thinking that the likelihood of person-
ally being cyber-attacked is low and the consequences of
being cyber-attacked limited. The main reasons given by the
participants were that they did not think they constituted an
important enough target, they had nothing to hide and little
to lose, they trusted the researchers conducting the study
and the manufacturers of the devices, and they lacked under-
standing of the system and felt a sense of control, or on the
other hand too little control. These findings are in line with
earlier studies pointing out similar reasons for low levels
of privacy and security concerns [21-23]. Besides limited
concern, the participants often had a limited understanding
of the functioning of the devices and of how these devices
could be cyber-attacked (e.g., not knowing that data was
stored in the cloud and that attackers can not only access
data but also operate devices), which may have also led to a
limited understanding of factors relevant to the privacy and
security risks.

Second, participants seldom noticed simulated attacks
or did not experience them as significant events. Besides
some of the attacks taking place out of sight of the partici-
pants, this was due to the visible consequences of the attack
not standing out to the participants and being easily dis-
missed. Participants indicated no change in their opinion of
the devices due to (unknowingly) undergoing the simulated
attacks for the first time.

Third, when the participants did notice a simulated
attack, such as one of the devices turning on and off a
few times in a row, they had difficulties ascribing it to the
right cause. The participants regularly guessed multiple
possible options, including a simulated attack, technical
issues such as an internet connection issue, or themselves
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or housemates causing it. Similarly, they had difficulties
understanding other irregular behaviour from the devices
(i.e., not a simulated attack), such as the smart speaker
not responding to commands and the devices logging out
without clear reason and therefore presumably their uncer-
tainty about what was going on did not trigger suspicion
about malicious intent. This is in stark contrast with cyber-
attacks on conventional digital environments which are
more familiar, such as email, social media, and websites.
These conventional digital environments provide more
opportunities to their users to spot that things are not right,
such as suspicious web addresses, unsolicited direct mes-
sages in social media, or visual mistakes in the email [24].

Fourth, after having been informed about simulated
attacks taking place, more of these attacks were noticed
and identified. Some participants provided a decision rule
for telling apart a random irregularity from a simulated
attack, but these were not necessarily correct decision
rules. For example, people had suggested that it is more
suspicious when a device spontaneously does something
that it was not ordered to do, than a device not executing
a given command. However, both could be a sign of a
cyber-attack. Something happening more than once was
also offered as an argument by a participant to see whether
something is a cyber-attack. However, it may happen as
much due to technical errors as cyber-attacks.

These findings very much align with ideas from the
signal detection theory (SDT; [25]), which has for example
been used to understand detection of phishing emails. SDT
distinguishes response bias from sensitivity. Response bias
is the perceiver’s propensity to categorise stimuli as targets
or something else [26] and in the case of phishing it con-
cerns users’ tendency to treat an email as phishing [27].
Sensitivity is the perceiver’s ability to discriminate alter-
natives and to tell whether an email is phishing or some-
thing else. Applying this theory to detecting cyber-attacks,
it makes sense that when people have a low awareness of
the cyber-security risks of in-home IoT they may be less
attentive to it and therefore have a low tendency to treat
an irregularity as a cyber-attack. When the participants
are unable to tell the difference between an irregularity
of a smart device due to a technical error or a household
member doing something with it versus as a result of a
cyber-attack, it means that they also have a low sensitivity.
The combination of low response bias and low sensitivity
would explain the fact that people did not realise they were
cyber-attacked in Phase 2. Announcing simulated attacks
without explaining what they would look like increased
people’s detection of simulated attacks—a higher response
bias—but did not make them competent enough at separat-
ing simulated attacks from other experienced irregulari-
ties of the devices—thus lacking sensitivity, as there were
many false positives.
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Opverall, the results illustrate that, at least now, one cannot
rely much on a typical IoT user in detecting cyber-physical
attacks. Our study highlights the importance of creating
awareness of cyber-physical risks in combination with devel-
oping a better understanding of how to distinguish simulated
attacks from other events that smart home devices produce.
Further research should provide insights into rules of thumb
that help users gain higher sensitivity. Furthermore, tech-
nological solutions such as automated intrusion detection
systems that are sensitive to a household’s cyber risk may
be needed.

Our study had limitations, which can be addressed in
further research. First, the respondent sample was not very
representative of the general population. This was a result
of both the selection criteria for the study (e.g., pass a psy-
chological test) and of self-selection of the participants for
the study (e.g., taking part because of being curious about
domestic IoT). This may, for example, have led to includ-
ing people that are more psychologically stable and more
curious about IoT devices than the general population. Fur-
thermore, several of the Dutch participants had participated
in psychological research already and might have expected
that the study involved goals other than the one directly com-
municated. On the other hand, we did include participants
from two different countries and of different age categories,
leading to the findings having some wider applicability. Fur-
ther research could test how well representative populations
detect and respond to cyber-attacks in the home.

Second, the nature of the attacks was mostly limited to
switching the devices on and off, which could similarly have
been caused by technical issues. More noticeable and daunt-
ing attacks, such as more repetitive and long-lasting toggling
of the devices, the camera or even the device with camera
following the user around the room [12, 28], or broadcasting
speech or loud music through the microphones which hap-
pened in attacks discussed in the media (e.g. [3, 7]), would
very likely stand out more to the participants, and thus be
better noticed. However, such attacks have the potential to
cause harm and are therefore unlikely to get approval from
ethical research committees. Furthermore, such increased
noticeability only represents a subset of attacks, as many
(if not most attacks) will not produce immediately notice-
able results [2]. Instead, the results of attacks may become
visible only later, for example when people are extorted,
have information about them placed online, or hear from the
consequences of the DDOS attack executed also via their
device. Furthermore, because participants did not think
they were actually cyber-attacked, the study was unable
to provide clear insights into how people experience and
emotionally respond to cyber-attacks that they are aware of.
Future research should further address how people detect
and experience being cyber-physical attacked, depending
on the various types of possible cyber-physical attacks and
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their differences in noticeability. Future research could for
example create much more noticeable attacks, so that the
attacks are more likely to be interpreted as cyber-attacks.
These studies could then examine how noticeability affects
identification of attacks. Participants could also be led to
believe they were actually cyber-attacked by being informed
of this by the researchers, for example, through a fictitious
helpdesk or letter from their internet provider. Besides con-
ducting new naturalistic field experiments other methods can
also be used such as recreating the experience of a cyber-
physical attack in virtual reality or by interviewing users that
have experienced cyber-physical attacks in real life.

Third, although this was a field study conducted in the
participants’ own home, there were several practical design
choices and constraints imposed due to ethical concerns that
created a somewhat unrealistic situation. One constraint was
that the devices were installed by the researchers, who also
solved any emerging problem with the devices (e.g., logging
back into services). Perhaps, if the participants had done
all these things by themselves, they would have looked up
a lot of information on the internet about these devices,
which could have made them more knowledgeable of the
device, and more aware of the risks of cyber-attacks and
measures to mitigate these. We also introduced numerous
IoT devices all at once into the households, and all received
the same set as selected by the researchers. While the for-
mer may have resulted in participants having insufficient
time to become acquainted with all, the latter may have led
to some devices having limited value to some participants.
Future studies should consider letting participants pick one
or two IoT devices they are interested in using. This is not
only more representative for real-life purchasing behaviour
but will expectedly increase the number of interactions with
the device, and hence familiarity and noticeability of (simu-
lated) attacks. Another constraint was that people were not
allowed to use the devices in the way they normally would
have, as they were for example not allowed to install the
apps with which they could access data and change settings
of the smart devices on their mobile phones. To make the
research more representative to the real-life use of domestic
IoT, further studies should find ways to give more control to
the participants, while at the same time allowing research-
ers to access the devices to simulate attacks, without the
participants being aware of this.

Fourth, the participants indicated that they trusted the
researchers (i.e., the authors of this study) which may
have affected their perceptions of the privacy and secu-
rity risks of the devices, and perhaps also their sensitivity
to noticing the simulated attacks. However, other studies
in and outside the domestic context have similarly found
that people expressed trust in IoT devices, the companies

handling their data, the government setting regulations,
and healthcare providers using the devices and that higher
trust is associated with lower risk perception and more
positive attitudes towards IoT [23, 29-35]. Such transferal
of responsibility by trusting other responsible parties thus
is a more general phenomenon and not unique to our study.
However, to reduce this possible limitation, future studies
should consider allowing participants to choose and install
devices themselves, as already suggested above.

5 Conclusion

This study is the first to test how people might respond to
being cyber-attacked in their smart homes. Such research
is very challenging to execute, due to its required interdis-
ciplinary nature, the need to study people in their natural
habitats, and all the ethical concerns involved. Our study
has shown that this kind of research is nevertheless pos-
sible and fruitful for gaining an in-depth understanding of
how people experience cyber-attacks. Our study primarily
shows that our participants had difficulties detecting that
they were cyber-attacked, which is a worrisome situation
that needs to be addressed by researchers, policymakers,
and technology developers alike. The situation of low
risk perception and awareness needs to be dealt with by
providing warnings and information to users of domestic
IoT. The fact that the participants had difficulties telling
apart simulated attacks from other to them inexplicable
behaviour of the devices shows that users need to be better
informed about the differences between irregularities natu-
rally exhibited by the devices and irregularities caused by
a cyber-attack. As there are limits to what one can expect
from the user in terms of ability and effort invested in
gaining knowledge, an intrusion detection system would
be a good step forward.

Appendix. Questions prepared for all
interviews

Note that interviewers were allowed to divert somewhat
from the questions based on what they already knew from
the participants and to create a natural flow in the conver-
sations. Each interview was therefore somewhat different.
The text in italics were instructions for the interviewers
only.
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Phase 0 interview in Dutch and UK households (in
italic instructions for interviewer) (intph0)

The following questions are meant to get information on
the background of participants.

Can you say something about the makeup of your
household?

Can you tell me what the level of your education is (what
was your highest education level) and what was the content
of your current or most recent job?

How much and how often are you at home?

The following questions are about:

—  What does the home mean for people?

— How does technology play a role in that?

— How do people use technology (in general) and how
handy are they in using it?

— How do people talk about devices in their home— what is
the terminology and what are the words that they use?

We are now in your home. Why do you live here? Can
you tell something about the role that your home plays in
your life?

We are interested in how you experience technology. Can
you first tell me a bit about which devices you have in your
home? I mean any kind of device.

Can you show a few devices that you find special, in
which you take special pride, or that play the biggest role
in your life?

Questions for more information:

— Why do you name that one/those ones?

— Why that one/those ones and not that one (when you
see another special device in front of you, or has been
mentioned before)

Are there devices in your home that are connected to the
internet? Why are thy connected to the internet?

Are there devices that you have not connected to the
internet, even though they could have been connected to
the internet? Why did you not connect them to the internet?

How do you experience devices in your home? Which
device could you miss the least?

Choose one of the most interesting devices in the home of
the participant(s) — for example the device that is the smart-
est (for example can do most interaction with other devices
via an internet connection.

You were just/earlier on talking about.... What does this
device mean to you?

If you need a new device, how are you selecting one?
Is there someone in the household that is doing that most
often?
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When you have bought a device, how do you install it? Is
there someone in the household that does most of the install-
ing or programming?

If something goes wrong with a device, what do you do?
How do you solve it?

If they don’t tell this by themselves then:

Is there someone in the home that usually does that?

The following questions are about:

— What do people think about smart devices?

— What benefits and drawbacks do people expect of smart
devices?

— How do people talk about loT- what is the terminology
and what are the words that they use?

Do you know what IoT (Internet of Things) is? Can you
describe it?

I will shortly describe what we were thinking of regard-
ing IoT:

IoT technologies include all kinds of consumer devices
that are connected to the internet and/or to other devices.
Typical examples include smart thermostats, smart speakers,
and smart cameras.

Do you already have experience with such products?
What experience do you have with it?

You have registered for this research in which we install
smart devices in your home. Can you explain what motivated
you to take part in this study? You can tell whatever reason
you had.

What benefits and drawbacks of IoT do you expect there
to be?

Can you first explain the benefits?

Prompts:

— Can you tell more about that?

— Yousaid... and .... Can you tell more about that?

— ....[repeat what was said]. What do you mean by that?

— Do you have experience with that?

— Do you foresee any other benefits? [repeat this question
until they say noj

Can you now explain what drawbacks you expect the
devices to have?
Prompts for more information:

Can you tell more about that?

You said... and .... Can you tell more about that?

— ....[repeat what was said]. What do you mean by that?
Do you have experience with that?

Do you foresee other drawbacks? [repeat the question
until they say no. |
When they mention risk you can ask more about it:
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— How likely do you think that will happen?
— How bad would it be if that would happen?
— How would you feel if that would happen?
— What would you do if that would happen?

If they do not mention risks:

You mentioned a number of drawbacks such as [sum-
marize some of the things they said]...., but do you also see
risks in the use of IoT?

If they did mention risks:

You mentioned these risks...., do you foresee other risks?
If they now mention risks, ask more about it as outlined
above.

If they don’t see any risks, that is also fine, don’t dwell
too much on it then.

Middle of phase 1 interview for Dutch households
(intph1a)

Have you recently done something new with the devices or
did you change the use of it? Have you maybe put them in
a different location?

Do you feel that your opinion about the devices has
changed lately?

Do the devices still work as they should?

Can you manage all the ‘tasks’ that are part of the study,
or is there something that is keeping you from it?

End of phase 1 interview for UK and Dutch
households (intph1b)

We are now a few weeks into the study and we want to thank
you for your efforts so far. Today we will have the second (in
the UK)/third (in NL) official interview.

The first question that I want to ask is:

Now that you have been having all these devices in your
house, how do you think in general about smart devices, or
the Internet of Things? What do you think are the overall
advantages and disadvantages or risks? Let’s start with
the overall advantages. Which benefits do you see these
devices overall to have?

And now the disadvantages, or risks, do you see those
as well? Please explain.

Now probe respondents about the things they reported
in the online questionnaires. Go through each reported
experience.

Do you think that you will use the devices differently
after the study ends? Please explain.

Why would you do ... differently? [ask for everything
they say extra clarification].

Have you had any guests/visitors in your house
since having these devices? Do you tell them about the

technology? Do you adjust your use of the devices when
there are others in your house (for instance do you turn the
camera off)? How do your guests feel about the devices?
Do they also interact with it?

How was it for you to tell about it, and see their
reactions?

End of phase 2 interview UK and Dutch households
including the revealing of the simulated attacks (in grey
instructions for interviewer) (intph2).

Part 1 (inph2a)

I would first like to interview you. After that, I will tell
you a bit more about the goal of the study.

I would first like to ask you a number of open questions
about changes in the last weeks:

Have you recently done something new with the devices
or did you change the use of them?

Have you put them in a new location perhaps?

Do you feel that your opinion about the devices has
changed in the last few weeks?

Please tell me more. [keep on asking for more until they
have nothing to say].

Do the devices function as you think they should?

Ask more about it where possible.

Do you feel your initial expectations about the devices
were met, or was it different from what you expected?

You received a lot of devices at once at the beginning of
the study. How did you experience that? Would you say it
was overwhelming, messy, or demanding, or not at all?

Please explain more about this. If yes to the previous
question: What was it that makes it overwhelming, messy,
or demanding?

Do you think that the devices ask a lot of attention, or do
you think they do not?

Did you manage to fulfil all the ‘tasks” that come with
the study, or was there something holding you back perhaps?

Different people have mentioned different costs, risks
and benefits of the devices during the course of the study. I
would like to list these positive and negative sides of these
devices, and hear what you now think of this.

Some people thought beforehand that the devices would
be useful or handy. After use, some people indeed found
them useful and handy, some did not. Can you tell me what
you now think about this?

Some people that had health issues particularly found it
handy that they did not need to stand up to switch on or off
the radio, or the lamp. What do you think of this?

Some people thought it was entertaining or fun to have
these devices, some people did not. Can you tell me what
you think of this?

Some people thought beforehand that the smart devices
could change the energy consumption of the household,
either by saving energy or costing more energy. Did you
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think of that at the beginning and if so, what did you think
about it?

Do you think that your household energy usage has
increased or decreased, or did it stay almost the same?

Some people experienced a sense of socialness or a feel-
ing of having company from [name smart speaker]. One per-
son mentioned that [name smart speaker] felt like a friend of
the house or family. Could you tell me how you now think
about the social function of the smart speaker?

Some people appreciated the voice of the smart speaker,
and some people did not like it. Can you tell how this is for
you?

Some people appreciated the answers of the smart
speaker, and some people did not like it. Can you tell how
this is for you?

Some people found it a challenge to find out what the
devices can, and how to operate them. Others seemed to find
it quite easy. What is your opinion and experience with that?

Did you find them difficult or easy to figure out and use?

Was it more difficult or easier than you thought
beforehand?

Some people found it a challenge to solve issues with the
devices when they had them. Did you have issues with the
devices.

Tell me more about all the issues that you remember.

Did you have difficulties solving them?

Can you tell more about that?

For these issues, what did you think was the cause of it?

Would you think it was the design of the device, your own
lack of knowledge, the limitations that we set to the use of
the devices and the study, or something else?

Do you think the design of the devices is good, or not
good?

[if mentioning lack of ability or knowledge on their own
part in the earlier question: ] When you mentioned a lack of
ability of knowledge on your part as a problem, would you
not — instead of that—also think that you can expect more
from these devices?

Do you feel that the devices affected how you experience
your home?

Did you feel that your home has become more pleasant
or less pleasant with the devices?

Some people have indicated that they found the devices
to have a quite strong presence — or something like that —in
their dwelling. How did you experience that?

Some people experience uncertainty about what data is
collected with the devices and what goes into the cloud and
what not, and about what is done with the collected data by
the companies behind it. Did you think of that?

What did you think of that?

What data do you think is collected by the manufacturers
and how do you think it is treated by the company?

@ Springer

What do you find or would you find acceptable, what do
you find worrisome?

Some people found it difficult that the devices did not
come with a manual. Others did not bother. What did you
think of that?

Would you like to have a paper manual, or something on
the internet?

Did you read the privacy agreements of the manufacturers
that we emailed you before the start of the study?

If yes, when did you do that?

For what reason did you look it up, or did not look it up?

What did you learn from then, if you have read them?

Did you look up information on the website of the manu-
facturer of the devices?

If yes, when did you do that?

And what did you look at, or what did you learn from
that?

Did you google for information about the devices?

What kind of things did you look up?

Some people saw advertisements about other smart
devices and were considering buying some of them. Did
you consider that?

Why, or why not?

And if so, what did you consider buying, and why?

Some people mentioned that these devices could be
hacked. Did you consider that?

How likely do you think it is that they can be hacked?

Do you think the smart devices that you got were well
protected against something like hacking?

Have you ever been the victim of a hack or something
related? Or do you know someone that has been hacked?

If one of your smart devices would be hacked, do you
think you would notice it?

If one of your devices would be hacked, do you think it
would have serious consequences, or not, and which conse-
quences do you think it too have?

Part 2 (intph2b)

I would now like to tell you something more about the
aims we had for the study. One aim, which we told you
about, is that we wanted to learn about how people experi-
ence smart devices, and how they start integrating them in
their daily lives. We, however, did not inform you about the
second goal of the study. This second goal was to determine
if you would notice it when we would introduce “irregu-
larities” in the behavior of the devices; irregularities that
indicate that the devices may have been hacked by another
person. And when such irregularities were noticed, then we
were interested in how you thought and felt about these.
Therefore, in the past weeks, we had various devices, at
some point in time, do something that could perhaps give
you a clue of being hacked.
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For now, I do not want to reveal what these irregularities
were exactly. I will tell you later why. First, I would like to
hear your response to this information regarding this addi-
tional did not inform you research goal of which we did not
inform you beforehand.

[give them time to think about it and respond to that]

If you are now thinking back over the past few weeks, did
you notice anything odd about the devices that could relate
to being hacked?

Did it bother you?

How do you think you would have reacted if we had
actually told you that we discovered that you were being
hacked by somebody else, somebody that we don’t know.
How would you then have responded?

With respect to the irregularities that we introduced, I
want to make clear that every aspect of our research has
been approved by several ethical committees (one at each
participating university) before the start of the study. The
irregularities that we introduced were mild, not long-lasting,
and harmless. Nevertheless, you may have experienced the
irregularities as being annoying.

I also want to make clear that we only simulated how
devices may start to behave after a real hack. We have per-
formed the irregularities by using the credentials of the
related services (i.e. username and password). To change the
status of the devices, we logged into the service of the device
remotely through the internet using software called IFTTT
and Stringify. We did not look at the historical use of the
devices and did not have access to camera images. This was
also explicitly prohibited by the ethics committees. In other
words, when performing the irregularities, we did not use or
abuse known vulnerabilities in the devices (vulnerabilities
that a real hacker would use to gain access to a device). We
also did not make the devices more vulnerable to hacking.

[Listen to what they tell, and ask for clarification, where
possible].

The study lasts two more weeks. So far, some of you
have noticed the irregularities, and some have not. Our
goal for the remainder of the study is to repeat the irregu-
larities and to find out whether you are able to detect and
identify them now that you know you are being ‘hacked’
[make quotation marks with your hands to help them to
realize again that it is not a real hack] We therefore want
to ask you to report when you notice something in the
behaviour of the devices of which you think it may be
cause by us. You can use either the positive or the nega-
tive experiences survey to report these; both will do. You
can use any of these two surveys to describe the irregu-
larity you spotted and to indicate how sure you are (and
why) that this irregularity was introduced by the research
team. If you have another kind of positive or negative
experience with a device that you want to share with us,

then these two surveys can still be used for that purpose
(in a similar vein as you did in the past weeks).

If you like, then please consider completing—later
today—a positive or negative questionnaire to reflect on
your feelings when you heard about the hidden purpose
of the study.

One of the reasons why we have been asking you to
keep track of when you were at home in the diary is to
better determine whether you were indeed present at the
time that an irregularity took place.

Give them some time to think about it and respond to
this.

Also for the next two weeks, we kindly ask you to fill
in the diary every day, or every other day, and to report on
when you were at home and when not. This allows us to
make an educated guess about your presence in the home
during the execution of the irregularities that we will intro-
duce in the upcoming weeks.

We thus have not been completely open and honest to
you about the goal of the study. We understand that this
can be unpleasant for you. We can imagine that our dis-
honesty towards you is the reason for you to consider stop-
ping your participation in the remainder of the study. Note
that you have the right to do so, and that such a decision
will not have any negative consequences for you. We hope,
however, that you will continue to participate for the final
two weeks. You can also think about this for a while and
let us now later on. The next phase will start somewhere
in the coming days, and last until Sunday, December 16th.

After these two weeks, we will interview you again to
learn about your experiences in this last phase of the study.
We will then also decouple the smart devices from the
accounts that we created. It is important to know that when
we disconnect the devices from our accounts, we no longer
have access to the devices and / or the data they generate. It
is then possible for you to install the devices and the related
applications on your own phone or laptop. We will give you
some tips and instructions on how to do this, and for a short
period of time, will provide assistance if needed.

End of phase 3 interview UK and Dutch households
(intph3)

In the past weeks you have been deliberately ‘hacked’. Can
you tell me how you have experienced this?

Here are the irregularities with the devices you have
reported as ‘hacks’ by the research team. [print out on
separate sheet and provide it to them in the interview — or
show on computer screen].

Shall we go through them one by one and discuss them?
[for each reported attack: ]

Can you tell me more about this irregularity?
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e What did you think of this ‘hack’, how did it make
you feel?

e Have others noticed it as well? How did it make them
feel?

Can you tell me how confident you are that this was an
irregularity caused by the research team?

e Could it have been caused by something else? Explain
your reasoning.

e If you are in doubt, can you explain why that is?

e What did others think [if there were others]? What
did they contribute the cause to, and if they were in
doubt, why?

After discussing all reported attacks:
Has anything happened that is not on the list, but could
have been reported as a possible attack?

o If yes, would you be willing to fill out the positive/
negative questionnaires for these events right now?
[After they have done this, go through the questions
above again]

Imagine that the irregularities you’ve noticed with the
devices in your house would have happened outside of an
academic study environment. What would you think about
that?

e How would it make you feel?
e What would you want to do about it, and what would
you be able to do about it?

The following attacks are the ones we actually
perpetrated:

[show a print out of the list or show it to them on the
computer]

Which of these did you notice, but did not identify as an
attack?

[Mark on the list which ones were noticed]

What was the reason that you did notice this irregularity
but did not identify it as a hack done by the research team?

Which of the irregularities did you not notice? Would that
have been because you weren’t at home, or in the relevant
room, or could there have been other reasons why you did
not notice them?

Were there irregularities that are not on the list, but of
which you thought we were responsible?

e Why do you think you got this wrong?
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You have probably noticed that you can sometimes be
unaware of the fact you are being ‘hacked’. Would you like
help to be able to detect and recognize hacks?

e How would you like to be helped/supported?

e Would you want the devices themselves to give you a
warning?

e Or would you like to be warned by the government,
and if so, how?

e Or would you want to be contacted by the manufacturer
or your Internet provider, when they have noticed you
were hacked. If so, how?

o Is there anything else you’d want related to this?

Would you want help to prevent hacks?

e How would you want to be helped and by whom?

e How do you feel about extra software, or hardware, or
an advice service?

e Would you be willing to pay for such help, and if so,
how much?

Thank you very much for taking part in our study. We
would like to give you more information about your chances
to be hacked and how to prevent this. We have got this text
for you to go through:

Smart home and other Internet of Things devices are
designed for convenience, entertainment, energy effi-
ciency or safety. However, they are effectively computers,
just like your laptop and your phone, and most of them have
to be connected to the Internet all the time. This makes them
potential targets of new security threats, some of which we
emulated and you may have experienced during this experi-
ment. Over the last few years, there have been several high-
profile cases of physical systems (which don't look at all
like computers) being hijacked by cyber criminals, from
speaking to a baby in her nursery through the baby camera,
to disabling air conditioning, MRI machines and medical
implants in a hospital, or unlocking keyless entry cars. Some
of these were done on purpose. Others were the result of
computer viruses that just happened to reach these devices
randomly through the Internet. Their manufacturers are not
oblivious of the security problem. In fact, when our research
team discovered a very particular technical flaw in our labo-
ratory and we informed the manufacturer, shortly later they
corrected it with an update. Nevertheless, there are thou-
sands of such technical flaws discovered on a daily basis
and hoping or waiting for manufacturers to fix them all is
unrealistic.

In practice, at the moment, the risk that a cyber criminal
will target a household specifically and on purpose is still
low. What is more likely is that they use automated software
to "scan" through all smart devices that are connected to the
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Internet and find those that have easy passwords or have not
been updated recently and as such may have known flaws
that they can exploit. Another source of issues is often the
security of your own Internet router. As most are wireless,
they can be accessed by people outside your home too, espe-
cially if they can guess the password. Finally, for almost all
smart devices, a primary concern is the security of your
own account with each manufacturer (your Amazon account,
your Fitbit account etc.). It is natural to think of using the
same password for all, but this means that if one of these big
companies is hacked and loses their customers' data (and that
is not uncommon at all), then cyber criminals will have your
password for all other devices too. At the moment, all these
risks are not as high as for example the risks of e-banking
or viruses on social media, but they are increasing continu-
ously and steadily, as smart homes become more and more
common, and as such more and more attractive to cyber
criminals. So, the responsible thing to do is to follow basic
principles of "cyber hygiene" just as we should do for all our
other interaction with computers and the Internet:

— Change your passwords as often as you can handle, and
never use the same password for two different things.

— If a new update is available for a smart device, do per-
form it, especially if the manufacturer informs you that
it includes security improvements.

— Trust your instinct. If a device performs differently to
how it should, switch it off, check online whether this is
a known problem, and search for an update.

— When purchasing a new device, ask or look for what
security measures the particular manufacturer has taken.
If they have put a lot of effort into securing their devices,
they will also have put a lot of effort into explaining to
the customer how.

— When not in use, consider disconnecting or unplug-
ging these devices.

— Use the instructions coming with your Internet router
to change its name to something seemingly random that
does not identify your name or your address. Leaving it
to the default name effectively informs all your neigh-
bours about your Internet provider and the make of your
router.

— Smart devices are meant to make your home a happier,
safer place. Our advice above is for helping you also
making it a more secure place.
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