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A B S T R A C T

Zero-shot remote sensing scene classification aims to solve the scene classification problem on unseen categories
and has attracted numerous research attention in the remote sensing field. Existing methods mostly use shallow
networks for visual and semantic feature learning, and the semantic encoder networks are usually fixed during
the zero-shot learning process, thus failing to capture powerful feature representations for classification. In
this work, we introduced a vision-language model for remote sensing scene classification based on contrastive
vision-language supervision. Our method is capable of learning semantic-aware visual representations using
a contrastive vision-language loss in the embedding space. By pretraining on large-scale image–text datasets,
our baseline method shows good transferring ability on remote sensing scenes. To enable model training in
zero-shot settings, we introduced a pseudo-labeling technique that can automatically generate pseudo labels
from unlabeled data. A curriculum learning strategy is developed to boost the performance of zero-shot
remote sensing scene classification with multiple stages of model finetuning. We conducted experiments on
four benchmark datasets and showed considerable performance improvement on both zero-shot and few-shot
remote sensing scene classification. The proposed RS-CLIP method achieved a zero-shot classification accuracy
of 95.94%, 95.97%, 85.76%, and 87.52% on the novel classes of UCM-21, WHU-RS19, NWPU-RESISC45, and
AID-30 datasets respectively. Our code will be released at https://github.com/lx709/RS-CLIP.
1. Introduction

Remote sensing scene classification (RSSC) takes a whole scene im-
age as input and tries to predict a semantic category that characterizes
ground objects and structures in the image. It is a crucial task in remote
sensing image analysis and has numerous real-world applications, such
as land use mapping, object detection, and image retrieval (Chen and
Tsou, 2021; Jin et al., 2022; Zhu et al., 2023). In recent years, deep
learning methods, especially Convolutional Neural Networks (CNNs),
have shown impressive performance in this task. However, existing
methods typically require a large amount of annotated data for training
and cannot generalize to new categories without additional data.

Unlike machine vision methods, humans can recognize objects from
new categories by comparing object descriptions to previously learned
notions (Romera-Paredes and Torr, 2015). For example, a child who
knows what a horse looks like can readily spot a zebra by recognizing
it as resembling a horse with black-and-white stripes. Inspired by
human vision, zero-shot learning (ZSL) has been developed to tackle
the problem of identifying objects from unseen classes by transferring
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knowledge from seen classes. ZSL has received extensive study in the
field of machine learning (Wang et al., 2019).

In the remote sensing field, Li et al. (2017) introduced the first
attempt at zero-shot learning for the RSSC task. They leveraged the
word2vec (Mikolov et al., 2013) technique to generate semantic vectors
for both seen and unseen classes and built a semantic directed graph to
characterize the relationships between different semantic classes. Clas-
sification of unseen classes can be accomplished by label-propagation
on the semantic graph. To address the inconsistency between the
visual space and semantic space, Quan et al. (2018) employed a semi-
supervised Sammon embedding algorithm (Sammon, 1969) to align
semantic and visual prototypes, improving the synthesis capabilities
of unseen class prototypes in the visual space. Li et al. (2021) intro-
duced a deep cross-modal embedding network for zero-shot RSSC and
developed several locality-preservation constraints on both visual and
semantic embeddings to address class structure inconsistency. Wang
et al. (2021) proposed a distance-constrained semantic autoencoder
vailable online 6 October 2023
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to align visual features and semantic representations for the zero-shot
RSSC task.

Nevertheless, existing methods mostly use a word2vec model pre-
trained on the Wikipedia corpus to extract semantic embeddings from
category names or descriptions. The semantic embeddings are pre-
processed and fixed during the zero-shot learning process without
adapting to visual features to be aligned. This can lead to insuffi-
cient representation capability of the extracted semantic embeddings
and considerable discrepancies between visual and semantic features.
Another challenge posed by previous methods is that they typically
utilize shallow networks for learning visual and semantic features. This
is because remote sensing scene datasets used in these methods, such
as UCM (Yang and Newsam, 2010) and WHU-RS19 (Dai and Yang,
2011) datasets, are at small scales, with less than 100k scene images.
Using too deep networks will cause over-fitting issues of these meth-
ods. However, shallow networks are incapable of learning high-level
representative features.

To solve these issues, we introduced a vision-language model for
remote sensing scene understanding in this paper. In recent years,
vision-language models have been widely explored in computer vi-
sion, and numerous foundation models are built for various visual
recognition tasks (Radford et al., 2021; Huang et al., 2022; Jia et al.,
2021; Yuan et al., 2021), especially for zero-shot and few-shot learning.
Unlike self-supervised visual feature learning methods, vision-language
models can learn powerful visual feature representations and directly
connect visual representations with natural languages in a holistic
framework, thus enabling better zero-shot transfer under the guidance
of semantic knowledge (Radford et al., 2021).

In this work, we introduced a vision language model for remote
sensing scene classification based on the pretrained CLIP (Radford
et al., 2021) model, denoted as RS-CLIP. Note that other vision lan-
guage models (e.g., ALIGN Jia et al., 2021) can be used to replace
the CLIP model in our method. In contrast to previous zero-shot RSSC
methods, which primarily depend on distinct visual and semantic fea-
ture extraction, our approach excels in acquiring semantic-aware visual
representations through unified visual–semantic feature learning. We
experimentally found that the CLIP model, pretrained on extensive
image–text datasets, showed strong transferability when applied to
remote sensing scenes. To adapt the model to the remote sensing
domain, we introduced a pseudo labeling technique that can automat-
ically generate pseudo labels from unlabeled datasets, thus enabling
model finetuning on the remote sensing domain. Furthermore, a cur-
riculum learning strategy is developed to boost the performance of
zero-shot remote sensing scene classification with multiple stages of
model finetuning. We conducted experiments on four public benchmark
datasets, and the experimental results demonstrated that our model
yields considerable performance improvement on both zero-shot and
few-shot remote sensing scene classification.

Our contributions are summarized as follows:

• In this paper, we introduced a CLIP-based vision-language model
for zero-/few-shot remote sensing scene classification.

• We introduced a pseudo-labeling technique that can automati-
cally generate pseudo-labels from unlabeled data. Moreover, a
curriculum learning strategy is developed to boost the perfor-
mance of zero-/few-shot remote sensing scene classification.

• We conducted experiments on four benchmark datasets. Our
model performed significantly better than previous state-of-the-
art methods on both zero-shot and few-shot remote sensing scene
classification.

2. Related works

2.1. Zero-shot classification

Zero-shot learning (ZSL) aims to learn a model that can identify
2

objects of unseen classes by transferring knowledge learned from seen
classes, where semantic information of both seen and unseen classes
is provided. Semantic information can be obtained from pre-defined
attribute vectors (Lampert et al., 2009), word or context-based embed-
ding (Socher et al., 2013; Fu et al., 2017), or their combinations (Song
et al., 2020). They will be used to build connections between seen and
unseen classes. ZSL methods usually work by transforming images and
semantic descriptors into a shared embedding space, where samples
from the same class are supposed to cluster around the corresponding
class-level semantic descriptor. In the test stage, the model can predict
labels for images of unseen classes by searching the nearest semantic
descriptor in the embedding space.

In recent years, numerous methods have been developed for zero-
shot learning. Early efforts use well-defined hand-engineered semantic
descriptions for different classes. In general, there are three com-
monly used hand-engineered semantic descriptors, including visual
attribute (Lampert et al., 2009; Palatucci et al., 2009), lexical (Ma
et al., 2016; Palatucci et al., 2009), and text-keyword (Lei Ba et al.,
2015; Elhoseiny et al., 2013). Lampert et al. (2009) introduced an
attribute-based zero-shot learning approach for animal classification.
This type of method requires manually annotated visual attributes
from human experts, which is time-consuming and less practical for
large-scale datasets. Recent studies primarily focus on learning-based
semantic descriptions. These methods usually use a pretrained language
model from a large-scale text database to extract semantic embeddings
for each class, eliminating the need for human annotations of visual
attributes. Existing studies have exploited different embedding tech-
niques, such as Word2Vec (Wang et al., 2016) and GloVe (Xian et al.,
2016). For example, Wang et al. (2016) adopted Word2Vec to learn
category representations from Wikipedia for zero-shot classification
tasks. Hybrid semantic embedding methods have also been explored
to improve the representation abilities for diverse class descriptions.

Based on semantic embeddings, existing zero-shot learning methods
can be divided into three categories. The first category of methods
transforms visual features to semantic space (Norouzi et al., 2013)
and predicts labels for images from unseen classes by measuring the
similarities of semantic embeddings. Bucher et al. (2016) proposed a
ZSL method that projects visual features to semantic space and applied
a metric learning technique to control the structure of the embedding
space. Guo and Guo (2020) leveraged an autoencoder model to gen-
erate auxiliary semantic features from visual features to better align
the manifold structures between visual and semantic features. The
second category of methods projects semantic features into a visual
space (Zhang et al., 2017; Pan et al., 2020; Shigeto et al., 2015). Zhang
et al. (2017) argued that visual space is more discriminative than
semantic space and developed a deep neural network to map semantic
features to visual space. Similarly, Pan et al. (2020) proposed a zero-
shot classification method that maps semantic features to visual space
through a cosine distance-based objective function. The last category
of methods transforms visual and semantic features into a shared
subspace. For example, Demirel et al. (2017) proposed to learn dis-
criminative word representations such that semantic class similarities
are aligned with visual similarities. Ding et al. (2017) introduced a
new technique called low-rank embedded semantic dictionary learning
to link visual and semantic representations. These zero-shot learning
methods have achieved promising results for natural image classifi-
cation. A comprehensive review of zero-shot learning can be found
at Wang et al. (2019).

2.2. Zero-shot remote sensing scene classification

Unlike natural images, objects in remote sensing images tend to
have significant structural and contextual variations, which makes it
harder for a model to learn robust visual features for scene under-
standing. Li et al. (2017) introduced the first zero-shot learning-based

remote sensing scene classification method. In Li et al. (2017), the
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authors leveraged a word2vec model pretrained on the Wikipedia cor-
pus to extract semantic embeddings from category names. A semantic
graph was then built to characterize the relationships between semantic
classes. Quan et al. (2018) further improved the method by introducing
a semi-supervised Sammon embedding algorithm (Sammon, 1969) to
align semantic and visual prototypes. Sumbul et al. (2017) introduced
a zero-shot learning method for fine-grained remote sensing image clas-
sification. A compatibility function was learned to build the connection
between image features and semantic embeddings that enables knowl-
edge transferring from seen to unseen classes. Inspired by Kodirov
et al. (2017), Wang et al. (2021) developed a distance-constrained
semantic autoencoder to align the visual features and semantic rep-
resentations for zero-shot RSSC task. In Li et al. (2021), the author
adopted a transformer-based language model (e.g., BERT (Kenton and
Toutanova, 2019)) to extract semantic embeddings from expert-defined
text descriptions of all classes. Li et al. (2022) introduced a generative
adversarial network (GAN)-based method for zero-shot RSSC, where
a generator network was trained to generate image features from
class semantics, converting the zero-shot classification problem into
a traditional image classification problem. Moreover, the authors in-
vestigated different language processing models, i.e., Word2vec (Wang
et al., 2016), Fasttest (Joulin et al., 2017; Bojanowski et al., 2017),
Glove (Xian et al., 2016), and BERT (Kenton and Toutanova, 2019),
for semantic embedding extraction from class names or descriptions.

2.3. Contrastive vision-language model

Thanks to the powerful and flexible feature representation capabil-
ities of deep learning models, the fields of natural language processing
and computer vision have merged onto a shared trajectory, resulting
in a flourishing research landscape in the realm of vision-language
understanding. Vision-language models are developed to learn visual
representations from language supervision. These models typically con-
sist of two parts: a vision encoder network, such as ResNet (He et al.,
2016a), ViT (Dosovitskiy et al., 2021), or Swin Transformer (Liu et al.,
2021), and a language encoder network using standard Transform-
ers (Vaswani et al., 2017). To learn useful features, contrastive learning
objectives are often applied to align image and language features in
the embedding space. In recent years, vision-language models have
demonstrated excellent performance in visual representation learning
and transfer learning (Radford et al., 2021; Huang et al., 2022). For
example, CLIP (Radford et al., 2021) introduced a simple but effec-
tive vision-language model pre-trained on large-scale image–text pairs
and achieved remarkable results on over 30 diverse computer vision
datasets. ALIGN (Jia et al., 2021) built a vision-language model using
1.8 billion noisy image–text pairs. Florence (Yuan et al., 2021) de-
veloped a new foundation model that enables fine-grained, dynamic,
and multi-modality vision tasks, trained on a 900 million image–text
pair dataset using universal visual-language representations. Unlike
self-supervised pre-trained foundation models for visual representation
learning, vision-language models have inherent transfer abilities based
on semantic supervision and have been successfully applied to various
vision tasks, such as object detection (Du et al., 2022; Gu et al., 2021),
semantic segmentation (Xu et al., 2022), and 3D recognition (Zhang
et al., 2022b).

In remote sensing, several works explored the CLIP model for re-
mote sensing image analysis. The most similar work comes from (Qiu
et al., 2022). In this work, Qiu et al. introduced a similar idea that uses
the pretrained CLIP model for remote sensing image feature extraction
and achieved promising scene classification results using only a few
labels. In Djoufack Basso (2022), the author developed a cross-modal
remote sensing image retrieval platform based on a pretrained CLIP
and a text-based image retrieval model. In Bazi et al. (2022), Bazi
et al. leveraged the pretrained CLIP model to extract image and text
3

features and developed a visual question answering method based on
fused feature representations. Other vision-language foundation mod-
els have also been explored for remote sensing image understanding
tasks. For example, Sun et al. (2022) built a vision foundation model
based on masked image modeling and achieved remarkable perfor-
mance on eight remote sensing image datasets across four downstream
tasks. Chen et al. (2023) introduced a visual foundation model based on
SAM (Kirillov et al., 2023) for instance segmentation in remote sensing
images. Hu et al. (2023) introduced a Generative Pre-trained Trans-
formers (GPT)-based vision-language foundation model named RSGPT
that enables remote sensing image captioning and visual question
answering.

2.4. Pseudo labeling and curriculum learning

Pseudo Labeling (Lee et al., 2013) is a semi-supervised learning
(SSL) technique that generates artificial labels for unlabeled data based
on predictions of the model trained firstly on the labeled data. In Rosen-
berg et al. (2005), a confidence-based strategy was applied in com-
bination with pseudo-labeling, ensuring that unlabeled data is only
utilized when model predictions are sufficiently confident. Similarly,
UDA (Xie et al., 2020), ReMixMatch (Berthelot et al., 2019), and
FixMatch (Sohn et al., 2020) utilized the confidence-based thresholding
approach, but they heavily depend on the implementation of robust
data augmentations to enhance consistency regularization.

The combination of curriculum learning and pseudo labeling has
gained popularity recently (Gong et al., 2016; Yu et al., 2020; Han
et al., 2020; Zheng and Yang, 2021; Cascante-Bonilla et al., 2021) due
to its competitive results for various image datasets. Unlike previous
methods that use a fixed threshold, it utilizes adaptive scores to de-
termine which samples to select as pseudo labels. Initially, samples
with top 𝑟% confidence scores are selected as pseudo-labels, and the
percentile is gradually increased during the self-training cycle until
all unlabeled data is utilized. For example, Cascante-Bonilla et al.
(2021) proposed curriculum labeling that selected unlabeled samples
using a threshold that takes into account the distribution skew of the
prediction scores on unlabeled samples. More recently, Kim et al.
(2023) introduced a novel pseudo-labeling approach that was aimed
to obtain more reliable pseudo-labels that are located in high-density
regions by regularizing the confidence scores based on the likelihoods
of the pseudo-labels.

3. Methods

In this section, we introduce our proposed zero-shot RSSC method
based on vision-language models. We first briefly review the classi-
cal CLIP model in Section 3.1. Then, the proposed pseudo labeling
and curriculum learning techniques are illustrated in Section 3.2 and
Section 3.3, respectively. It should be noted that alternative vision
language models, such as ALIGN (Jia et al., 2021) and Florence (Yuan
et al., 2021), can also be employed in place of CLIP within our method.

3.1. Review of CLIP

The CLIP model learns visual representations using language super-
vision, as depicted in Fig. 1. Given a batch of 𝑁 image–text pairs, the
CLIP model attempts to predict the correct correspondences between
the image and text inputs. To achieve this, the CLIP model employs
a vision encoder network 𝐸𝑖 to learn visual representations and a
language encoder network 𝐸𝑡 to learn text representations. During
training, the CLIP model predicts a similarity matrix 𝐒 ∈ R𝑁×𝑁 , where
each row indicates the probabilities of matching one image to all 𝑁
texts. The CLIP model is optimized by maximizing the similarity scores
of the 𝑁 positive pairs and minimizing the similarity scores of the
𝑁2 − 𝑁 negative pairs. This is achieved by optimizing a symmetric
cross-entropy loss over the similarity matrix.
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Fig. 1. Overview of CLIP model (Radford et al., 2021). An image encoder and a text encoder are utilized for feature extraction from visual and language modalities, respectively,
with the inclusion of an asymmetric contrastive loss for model training.
For a downstream classification task with 𝐶 categories, {1, 2,… , 𝐶},
CLIP uses a pre-defined prompt, e.g., ‘‘an image of a [CLASS]’’, to
formulate text inputs 𝑇 , where the [CLASS] token denotes class names/
descriptions of each category. Then, the semantic features of all classes
can be generated using the text encoder network, i.e., 𝐅𝑡 = 𝐸𝑡(𝑇 ) ∈
R𝐶×𝑑 , where 𝑑 denotes the feature dimension. Given a batch of input
images denoted as 𝐈 ∈ R𝐵×𝐻×𝑊 ×3, where 𝐵, 𝐻 , and 𝑊 denote batch
size, image height and image width, we can generate their visual
features by passing them through the image encoder network, i.e., 𝐅𝑖 =
𝐸𝑖(𝐈) ∈ R𝐵×𝑑 . After that, the classification probability matrix can be
obtained by,

𝐏 = Softmax(𝐅𝑖𝐅𝑇
𝑡 ∕𝜏) (1)

where 𝐅𝑖 and 𝐅𝑡 are L2-normalized, and their matrix multiplication is
equivalent to computing their cosine similarity. 𝜏 represents a learnable
temperature parameter. A Softmax layer is applied to the class dimen-
sion, resulting in a probability matrix denoted as 𝐏 ∈ R𝐵×𝐶 . Each row of
𝐏 denotes the probability of assigning one image to all possible classes.
The final classification prediction can be obtained by selecting the class
with the maximum probability,

𝑌 = arg max(𝐏) (2)

3.2. Pseudo labeling

We do not have labeled samples of the target classes in the zero-
shot setting. We resort to the pseudo labeling technique to enable the
model training on target domain datasets, which is commonly used in
semi-supervised learning for automatically generating pseudo samples
from unlabeled data. The intuition behind pseudo labeling is that if a
model gives high confidence scores on some samples, we can use the
predicted labels as pseudo labels to re-train the model and improve the
performance.

The CLIP model provides prior knowledge for diverse vision tasks,
including related knowledge for remote sensing image understand-
ing, as it was trained on a large-scale vision-language dataset. Thus,
we use the CLIP as a prior model to generate pseudo labels for the
remote sensing images in our zero-shot classification task. Previous
semi-supervised learning methods usually select pseudo samples with
a confidence score higher than a pre-defined threshold or dynamically
adjust the threshold when more unlabeled samples are selected for
training (Cascante-Bonilla et al., 2021). However, Huang et al. (2022)
found that using pre-defined thresholds for the CLIP baseline model can
lead to an imbalanced distribution of pseudo labels and, therefore, hurt
the performance on downstream tasks. We follow (Huang et al., 2022)
to select an identical number of samples for each class as pseudo la-
bels, which prevents class overwhelming issues when selecting pseudo
4

samples. Fig. 2 illustrates our pseudo labeling process. Specifically, for
each class 𝑐, we select top-K samples with the highest confidence scores
from the probability matrix in Eq. (1), which can be expressed as:

𝜋𝑐 = top-K(𝐏𝑐 ), (3)

where 𝑃𝑐 denotes the 𝑐th column of probability matrix 𝐏. The overall
pseudo-labeled samples can be obtained by the union of pseudo samples
from all possible classes, calculated as,

𝐷𝐿 = 𝑈 ({𝜋𝑐}𝐶𝑐=1) (4)

where 𝑈 denotes set union.

3.3. Curriculum learning

The aforementioned pseudo labeling strategy only selects a small
number of pseudo samples for model training. Directly selecting a large
number of pseudo samples will inevitably include incorrect samples
with low confidence, thus hurting the classification performance. To
include more reliable unlabeled samples and improve the classification
performance, we resort to a curriculum learning strategy that gradually
selects more samples for model training in multiple rounds. In the early
rounds, the model is less tuned on the target datasets, and thus, only
a few confident samples are selected as pseudo data for training. In
the later rounds, the model becomes more confident in classifying the
target datasets, enabling the selection of more unlabeled samples as
pseudo labels. More specifically, at iteration r, we select 𝐾𝑟 samples as
pseudo labels, where 𝐾𝑟 is determined according to pseudo accuracy.
Generally, we set 𝐾𝑟 ≥ 𝐾𝑟−1, which means more pseudo samples will be
selected in the latter stage. The proposed curriculum learning process
is illustrated in Fig. 3. Algorithm 1 shows the proposed curriculum
learning process for zero-shot RSSC.
Algorithm 1 Curriculum learning for zero-shot RSSC.
1: Initialize the CLIP model using weights trained on WIT for the

WebImageText dataset.
2: for iteration r={1,2,...R} do
3: (1) Predict classification probabilities for all unlabeled samples

using Eq. (1) and Eq. (2).
4: (2) Select top-𝐾𝑟 samples with the highest probabilities for each

class as pseudo labels according to Eq. (3) and Eq. (4).
5: (3) Retrain the CLIP model using pseudo labels.
6: (4) Update the CLIP model.
7: end for
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Fig. 2. Illustration of pseudo labeling. The example shows images from 4 classes and we select images with top-2 classification probabilities as pseudo labels. Note some samples
can be selected by multiple classes.
Fig. 3. Illustration of our proposed curriculum learning process. At each curriculum learning, our model predicts the classification probability for all unlabeled samples and selects
pseudo samples based on their probability distribution. The CLIP model is then retrained using the selected pseudo samples and the updated model weights are used for the next
curriculum learning stage.
4. Experiments and results

4.1. Datasets

We conducted experiments on four commonly used benchmark
datasets for remote sensing scene classification, including UCM (Yang
and Newsam, 2010), WHU-RS19 (Dai and Yang, 2011),
NWPU-RESISC45 (Cheng et al., 2017), and AID (Xia et al., 2017). The
UCM dataset is one of the most widely used datasets for remote sensing
scene classification. It contains aerial images from 21 scene categories,
and each category has 100 images of size 256 × 256. The WHU-RS19
dataset contains aerial images from 19 scene categories. There are,
in total, 1,013 images with 600 × 600 pixels. The NWPU-RESISC45
dataset consists of aerial images from 45 scene categories, and each
category has 700 images with a size of 256 × 256 pixels. The AID
dataset contains 1000 images from 30 scene categories, and each image
is of size 600 × 600 pixels. Table 1 summarizes the brief information of
these datasets. Fig. 4 shows selected examples from the UCM dataset.
For zero-shot RSSC, we follow (Li et al., 2017) to split the datasets.

4.2. Implementation details

In the curriculum learning stage, we train the model with selected
pseudo labels, using an Adam optimizer with an initial learning rate of
1e–5. We train each model for 300 steps at each curriculum learning
stage and decay the learning by 0.7 every 20 steps. The batch size is
set to 24, and the momentum is set to 0.9. To improve the robustness
5

of our model, we apply data augmentation during the training stage.
Specifically, for each input image, we first resize it to 256 × 256 pixels
and then crop the central area with a size of 224 × 224. A random
horizontal and vertical flip is then applied to the cropped image in the
training stage.

4.3. Hyper-parameter selection

We first investigate the effect of using different text prompts for
language supervision. We conducted zero-shot scene classification ex-
periments on the UCM dataset using five different prompts; the results
are listed in Table 2. As shown in Table 2, different prompts show
comparable performance, with a top-1 accuracy of around 70%. Fig. 6
shows the classification confusion matrix on the UCM and WHU-RS19
datasets. As can be seen, the CLIP model successfully predicts the cor-
rect class for most images, as indicated by the diagonal of the confusion
matrix. The classification error mainly comes from the misclassification
of semantically related classes. For example, the CLIP model incorrectly
classified 49 spare residential and 76 medium residential images as
dense residential, respectively.

Moreover, the CLIP model shows a top-5 accuracy of more than 94%
on all benchmark datasets. The top-5 accuracy shows great potential to
improve the zero-shot classification performance using pseudo labels.
Fig. 5 shows examples of top-5 classification predictions from failure
cases. As can be seen in the figure, although the CLIP model fails to
predict the correct labels for these images in top-1 results, the error
predictions mostly come from the categories that are highly related
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Table 1
Dataset details.

UCM WHU-RS19 NWPU-RESISC45 AID

No. class 21 19 45 30
No. images 2,100 1,013 31,500 10,000
Size 256 × 256 600 × 600 256 × 256 600 × 600
Fig. 4. Remote sensing scene images from the UCM dataset. From left to right, we show scene images from categories of agriculture, airplane, baseball diamond, building, harbor,
forest, and intersection.
Fig. 5. Top-5 classification results on the UCM dataset. The left two figures show examples from the building category, the top right figure shows an example from the overpass
category, and the bottom right figure shows an example from the agriculture category. Numbers denote the predicted probabilities. ‘sparer.’, ‘mediumr.’, ‘denser.’ and ‘mobilep.’
denote sparse residential, medium residential, dense residential, and mobile homepark respectively.
to ground truth (e.g., agriculture is misclassified as forest in the third
row), and ground truth categories are included in the top-5 predictions.
This is the reason why the CLIP model shows promising top-5 classi-
fication performance. Moreover, the two prompts, ‘‘This is a satellite
image of a [CLASS]’’ and ‘‘This is an aerial image of a [CLASS]’’,
generally perform better than other prompts. Furthermore, ‘‘This is
an aerial image of a [CLASS]’’ shows better performance on top-5
accuracy. We will use this prompt as the default setting in the following
sections.

We further explored zero-shot classification performance under dif-
ferent visual encoder backbones. We tried ResNet-50, ResNet-101, ViT-
B/32, and ViT-L/14, keeping all other settings the same. As shown in
Table 3, with the increase of model capacities of visual backbones, the
performance of the CLIP model increases consistently. The CLIP model
with the backbone network ViT-L/14 yields the best performance.
In the following sections, we use ViT-L/14 as the vision backbone.
Note that using large backbone networks will hurt the inference ef-
ficiency. Thus, we did not try larger backbones, given the increased
computational burden.
6

4.4. Curriculum learning results

Before discussing the zero-shot remote sensing scene classification
results, we analyzed our method’s performance at various stages of
curriculum learning. We first investigated the impact of the num-
ber of pseudo samples at each curriculum learning stage. We ex-
perimented with varying numbers of pseudo samples during differ-
ent stages. For UCM, NWPU-RESISC45, and AID datasets, we tested
with 10/20/30 pseudo samples in the first stage. In the second stage,
we tried 30/40/50 pseudo samples; in the third stage, we explored
50/60/70 pseudo samples. Note that we use a smaller number of
pseudo samples for the WHU-RS19 dataset. We test with 5/10/20
samples in the first stage, 15/20/25 in the second stage, and 30/35/40
in the third stage. Table 4 presents the zero-shot scene classification re-
sults of these experiments. The results indicate that our model benefits
from curriculum learning, with an increase in pseudo labels leading to
improved performance. We also included the accuracy of the selected
pseudo labels. It becomes evident that selecting an appropriate number
of pseudo samples is crucial for achieving high pseudo accuracy and
improving zero-shot test accuracy.
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Fig. 6. Classification confusion matrix on the UCM (left) and WHU-RS19 datasets (right).
Table 2
Scene classification results using different prompts.

Prompt UCM WHU-RS19 NWPU-RESISC45 AID

top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5

This is a photo of a {CLASS}. 74.67 93.67 77.91 93.23 63.84 90.06 66.70 95.63
This is a satellite image of a {CLASS}. 74.57 97.71 81.29 98.31 66.21 93.18 70.51 96.92
This is a land use image of a {CLASS}. 78.00 96.38 75.82 92.94 71.35 93.47 67.51 95.28
This is a remote sensing image of a {CLASS}. 75.19 96.47 82.69 98.61 68.53 93.80 66.80 94.37
This is an aerial image of a {CLASS}. 74.28 95.91 80.30 98.71 68.84 94.66 68.87 96.97
Table 3
Scene classification results using different visual backbone networks.

Model UCM Time (s) # Params

top-1 top-5

ResNet-50 52.05 87.71 231.2 102M
ResNet-101 54.57 87.43 353.7 119M
ViT-B/32 59.59 86.88 167.8 151M
ViT-L/14 74.28 95.91 2963.9 437M

Based on our observations, we determined the optimal number
of pseudo samples for each curriculum learning stage for the UCM,
NWPU-RESISC45, and AID datasets. Specifically, we selected 20, 40,
and 50 pseudo samples for the respective stages in these datasets.
Conversely, for datasets with relatively fewer images per category,
i.e., the WHU-RS19 dataset, we chose a different set of pseudo samples
for each curriculum learning stage, namely 10, 20, and 35. By carefully
selecting the appropriate number of pseudo samples, we can ensure the
effectiveness and generalizability of our curriculum learning approach
for different datasets with varying characteristics.

From Table 4, our model benefits from curriculum learning with in-
creasing pseudo labels. The original CLIP model obtains a classification
accuracy of 74.38% and 80.30% on the UCM and WHU-RS19 dataset,
respectively; in contrast, by using three stages of curriculum learning,
our method achieves a classification accuracy of 86.71% (resp. 99.10%)
on the UCM (resp. WHU-RS19) dataset respectively.

Fig. 7 shows the output features extracted by the visual encoder
network from the UCM dataset at different curriculum learning stages.
In Fig. 7, stage-0 means the original pretrained CLIP model, and stage-3
means our model finetuned after three rounds of curriculum learning
using pseudo labels. As shown in Fig. 7, at the later stage of curriculum
learning, in which more pseudo labels are used, the feature separabil-
ity of our method becomes better. After three rounds of curriculum
learning, only a few samples lie in the intersection of classification
boundaries. This is also demonstrated by the quantitative results in
Table 5.
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4.5. Zero-shot results

Previous zero-shot remote sensing scene classification methods fo-
cus on a transferring setting, in which sufficient labels are provided
for selected seen classes, and the models are learned to classify images
of unseen categories. To enable a direct comparison with previous
methods, we follow (Li et al., 2022) to divide the dataset into seen and
unseen classes and provide zero-shot scene classification performance
on novel classes only. We randomly divided seen/unseen classes 25
times and reported the average zero-shot classification performance.
Moreover, we also report the performance in a more challenging setting
where no labels are provided for all classes of target datasets.

Table 5 presents the zero-shot remote sensing scene classifica-
tion performance across four benchmark datasets. Notably, our pro-
posed RS-CLIP method significantly outperforms previous state-of-
the-art approaches. For instance, the previous SOTA method CSPW-
GAN (Wang et al., 2021) achieved a classification accuracy of 62.66%
(resp. 55.86%) on the UCM (resp. AID) dataset, where labels were
available for 16 (resp. 25) seen classes, and the model was tested on five
unseen classes. In contrast, our RS-CLIP method achieves remarkable
results with a classification accuracy of 95.54% and 93.34% on the
UCM and AID datasets, respectively.

Additionally, we report the performance under the generalized
zero-shot setting, where the model is evaluated on all classes of the
target dataset. In this more challenging scenario, our RS-CLIP method
achieves an impressive classification accuracy of 86.71% (resp. 79.56%)
on all UCM (resp. AID) dataset classes. These results demonstrate the
superior capabilities of our RS-CLIP method, showcasing its effective-
ness and robustness in zero-shot remote sensing scene classification
tasks.

Fig. 8 displays several examples of classification results on the UCM
and WHU-RS19 datasets. As shown in this figure, our model can suc-
cessfully identify the categories of a majority of images. Classification
errors, as shown in the last column of each figure, mostly come from
semantic-related categories. For example, our model misclassified a
freeway scene as an overpass, as shown in the first row of Fig. 8(a).
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Table 4
Effect of the number of pseudo samples at different curriculum learning stages. Zero-shot scene classification performance on the UCM and WHURS datasets. We report both pseudo
accuracy and zero-shot test accuracy. The boldface indicates the best performance.

UCM WHU-RS19

# Samples Pseudo Acc. (%) Test Acc. (%) # Samples Pseudo Acc. (%) Test Acc. (%)

top-1 top-5 top-1 top-5

0(baseline) – 74.38 95.91 0(baseline) – 80.30 98.71

10 85.71 80.48 99.33 5 94.74 95.42 99.60
20 85.48 82.71 98.57 10 96.32 96.92 99.60
30 83.81 81.52 98.62 20 95.00 95.32 99.90

30 85.24 84.57 98.71 15 100.00 98.10 99.88
40 86.79 85.76 98.14 20 99.74 98.21 99.90
50 87.24 85.29 97.71 25 99.37 98.21 99.70

50 89.05 86.71 97.57 30 99.47 98.81 100.00
60 88.81 86.29 98.24 35 99.25 99.10 99.60
70 87.89 86.10 97.52 40 99.21 99.00 99.60
Fig. 7. t-SNE visualization of features extracted by the visual encoder network from the UCM dataset at different curriculum learning stages.
8
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Table 5
Zero-shot scene classification results on four benchmark datasets. We report both top-1 and top-5 classification accuracy. Numbers in the bracket show the number of novel
classes and all classes. In the top part, we report the classification accuracy on the novel classes, all values are borrowed from Li et al. (2022); in the middle part, we report the
classification accuracy of our method on novel classes; in the bottom part, we report the classification accuracy of our method on all classes. Boldface values indicate the best
performance.

Method UCM (5/21) WHU-RS19 (5/19) NWPU-RESISC45 (10/45) AID (5/30)

top-1 top-5 top-1 top-5 top-1 top-5 top-1 top-5

SAE (Kodirov et al., 2017) 49.50 – – – 44.81 – 47.34 –
ZSP-LP (Li et al., 2017) 49.01 – – – 47.00 – 46.77 –
ZSC-SA (Quan et al., 2018) 50.42 – – – 48.40 – 50.87 –
WDVSc (Wan et al., 2019) 55.91 – – – 50.68 – 52.61 –
RBGN (Xing et al., 2020) 57.93 – – – 44.60 – 51.99 –
DASE (Wang et al., 2021) 58.63 – – – 51.52 – 53.49 –
CSPWGAN (Li et al., 2022) 62.66 – – – 51.52 – 55.86 –

Ours (0-iter) 89.11 99.92 95.97 100.00 85.76 99.10 87.52 100.00
Ours (1-iter) 93.86 99.91 99.09 100.00 92.43 99.60 91.65 100.00
Ours (2-iter) 95.20 99.90 99.46 100.00 94.02 99.63 92.57 100.00
Ours (3-iter) 95.54 99.89 99.49 100.00 96.95 100.00 93.34 100.00

Ours (0-iter) 74.38 95.91 80.30 98.71 66.86 93.44 65.48 89.41
Ours (1-iter) 82.71 98.57 96.92 99.60 82.94 74.17 75.75 93.38
Ours (2-iter) 85.76 98.14 98.21 99.90 85.44 77.83 78.36 93.00
Ours (3-iter) 86.71 97.57 99.10 99.60 85.07 79.11 79.56 92.52
Fig. 8. Zero-shot classification results on the UCM (left) and WHU-RS19 (right) datasets. For the UCM dataset, we show results on freeway, spare residential, dense residential,
and mobile homepark categories from top to bottom. For the WHS-RS19 dataset, we show results on desert, meadow, commercial, and railway station categories from top to
bottom. In the last column of each figure, we show examples of false predictions, where texts below the images show predicted categories.
Other misclassification also comes from inter-class visual similarities.
For example, in the second row of Fig. 8(b), our model classified the
meadow scene as a river since it contains channel-like textures.

4.6. Few-shot results

We further investigate the performance of our model on few-shot
remote sensing scene classification. Previous few-shot RSSC methods
focus on a transferring setting where sufficient labels are provided for
some seen classes, and the models are learned to perform classification
on unseen categories with only a few labels. We follow (Ji et al.,
2022b,a) to select unseen classes for evaluation. For our RS-CLIP model,
we reloaded the model after the first round of curriculum learning
and selected 𝐾𝑓 samples from each class to finetune our model using
the ground truth labels. Following previous few-shot RSSC methods (Li
et al., 2020b,a; Ji et al., 2022a), we set 𝐾 to 5 in our experiments.
9

𝑓

We name the model Ours+ft. To further show the effect of our newly
designed curriculum learning technique, we finetuned the original CLIP
model using the same ground truth labels. The model is denoted as
CLIP+ft.

Table 6 shows the few-shot remote sensing scene classification
performance on four benchmark datasets. We report the classification
accuracy of the novel classes following previous methods. The results
of our proposed method are presented in the middle and bottom parts
of Table 6. As shown in Table 6, our proposed method performs
significantly better when evaluated on novel classes than the previous
state-of-the-art methods. Specifically, the previous SOTA method (Ji
et al., 2022a) obtained a classification accuracy of 73.42% on the UCM
dataset, where sufficient labels were provided in 16 seen classes, and
the model was evaluated on 6 novel classes with 5-shot labels provided
for each novel class. In contrast, with only 5-shot labels for each
novel class, our method achieves a classification accuracy of 97.83%,
significantly better than (Ji et al., 2022a).
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Table 6
Few-shot scene classification results on different datasets. Numbers in the bracket show the number of novel classes and all classes. In the top
and middle parts, we show classification accuracy on novel classes; while in the bottom part, we show classification accuracy on all classes.
Boldface values indicate the best performance and underline values indicate the previous best performance.
Method UCM (6/21) WHU-RS19 (5/19) NWPU-RESISC45 (10/45) AID (7/30)

DLA-MatchNet (Li et al., 2020b) 63.01 79.89 81.63 73.45
RS-MetaNet (Li et al., 2020a) 67.63 87.45 79.62 73.76
SGMNet (Zhang et al., 2022a) 73.42 90.12 82.32 75.68
Ji et al. (2022b) – 94.24 89.20 87.31
Ji et al. (2022a) – 92.96 89.87 87.33

CLIP 89.17 92.63 80.13 76.61
CLIP+ft. 97.33 99.29 89.50 86.57
Ours+ft. 97.83 100.00 93.96 94.22

CLIP 74.38 80.30 66.85 70.67
CLIP+ft. 88.57 96.17 78.45 84.17
Ours+ft. 92.86 97.41 85.42 89.22
Additionally, we report the performance under the generalized few-
hot setting, where the model is evaluated on all classes of the target
ataset. Results are presented in the lower section of Table 6. It is
mportant to note that classifying all classes is more difficult than only
lassifying novel classes. Our method performs even better in all classes
han previous SOTA methods reported for novel classes on the UCM,

HU-RS19, and AID datasets.

.7. Results on the SEN12MS dataset

To further demonstrate the performance of our model, we con-
ucted experiments on the SEN12MS dataset (Schmitt et al., 2019).
n the upper section of Table 7, we present the zero-shot classifi-
ation performance, revealing our model’s generalization capabilities
hen applied to Sentinel-2 images. Our model attains a top-1 accuracy
xceeding 40% for the summer subset and surpassing 28% for the
ntire test dataset. Notably, the performance of our RS-CLIP model
n the SEN12MS dataset falls behind the performance on preceding
erial image datasets. This discrepancy can be attributed to the broader
omain gap between the SEN12MS and WebImageText datasets, thus
endering the pseudo-labeling process considerably more arduous. This
s substantiated by considerably inferior top-1 and top-5 performance
rior to curriculum learning.

To remedy this issue, we conducted experiments under few-shot
ettings. After the first round of curriculum learning, we reloaded the
eights and finetuned our model with 5/10 samples per class, guided
y ground truth labels. For comparison, we constructed a supervised
aseline in which the model was trained on all training samples using
ResNet50 (He et al., 2016b) architecture. We also explored ResNet50

s the visual encoder network in our RS-CLIP model to ensure a fair
omparison. The results are presented in the lower section of Table 7.
s shown in the table, our RS-CLIP model achieved a substantial per-

ormance improvement through fine-tuning, even with access to only a
imited quantity of labels. When using ResNet50 as the visual encoder,
ur model notably outperformed the fully-supervised baseline for the
ummer subset. With the ViT-L visual encoder, our RS-CLIP model
chieved comparable performance to the fully supervised ResNet50
odel on the entire test set.

. Conclusion and limitation

In this research, we present a novel vision-language model for re-
ote sensing scene classification, leveraging the pretrained CLIP (Rad-

ord et al., 2021) baseline. Unlike conventional zero-shot RSSC methods
hat typically employ separate visual and semantic encoders, our ap-
roach achieves semantic-aware visual representations through joint
isual–semantic feature learning. Our vision-language model is pre-
rained on extensive image–text datasets, providing robust general
nowledge and demonstrating strong transfer capabilities to remote
ensing scenes. To adapt the model to the remote sensing domain,
10
Table 7
Zero-/few-shot classification on the SEN12MS dataset. We show performance on the
SEN12MS dataset summer split on the left and all seasons on the right. For the ResNet50
baseline, we use the official evaluation code from https://github.com/schmitt-muc/
SEN12MS.

Summer All

Top-1 Top-5 Top-1 Top-5

Ours (0-iter) 17.80 49.99 20.30 63.72
Ours (1-iter) 36.50 79.55 28.11 75.95
Ours (2-iter) 37.29 84.21 26.79 74.67
Ours (3-iter) 41.14 88.18 24.20 74.67

ResNet50 69.66 99.141 58.98 98.86
Ours w/ ResNet50 (5-shot) 73.84 94.35 29.57 78.62
Ours w/ ResNet50 (10-shot) 83.31 98.37 42.91 78.34

Ours w/ ViT-L (5-shot) 76.73 97.51 42.27 94.11
Ours w/ ViT-L (10-shot) 82.07 99.56 55.57 92.34

we propose a pseudo-labeling technique that automatically generates
pseudo labels for unlabeled datasets. This enables effective model fine-
tuning on the target domain. Additionally, we introduce a curriculum
learning strategy involving multiple stages of model fine-tuning, which
significantly enhances the performance of zero-shot remote sensing
scene classification. We thoroughly evaluate our approach on four
benchmark datasets, and the experimental results demonstrate substan-
tial performance improvements for both zero-shot and few-shot remote
sensing scene classification scenarios.

In our research, we employed the CLIP model pretrained on the
WebImageText dataset as our baseline model. However, this choice
introduces two inherent limitations: Firstly, the WebImageText dataset
is not publicly accessible, leading to uncertainty regarding the specific
scene classes it encompasses. This lack of transparency raises concerns
about fair evaluation in zero-shot scenarios. To mitigate this issue,
excluding scene classes already present in the WebImageText dataset
would be advisable during zero-shot evaluation. Secondly, it is essential
to acknowledge that the WebImageText dataset was not tailored explic-
itly for the remote sensing domain. Consequently, significant domain
discrepancies may arise when transferring the model to remote sensing
data, posing challenges during the process of selecting initial pseudo
labels. This is revealed by the performance on the SEN12MS dataset. To
address these limitations and enhance the robustness of our approach,
we propose future work that involves the development of a custom
vision language foundation model using remote sensing data. This
forthcoming endeavor entails the curation of a comprehensive bench-
mark dataset comprising large-scale image–text pairs. Through training
this novel vision language foundation model, we aim to achieve en-
hanced generalization capabilities across a diverse set of remote sensing
tasks. By doing so, we aspire to overcome these limitations and advance

the effectiveness and generalization capabilities of our method.

https://github.com/schmitt-muc/SEN12MS
https://github.com/schmitt-muc/SEN12MS
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