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Abstract

We study vector-valued functions that minimise the L°°-norm of their derivatives for pre-
scribed boundary data. We construct a vector-valued, mass minimising 1-current (i.e., a
generalised geodesic) in the domain such that all solutions of the problem coincide on its
support. Furthermore, this current can be interpreted as a streamline of the solutions. The con-
struction relies on a p-harmonic approximation. In the case of scalar-valued functions, it is
closely related to a construction of Evans and Yu (Commun Partial Differ Equ 30:1401-1428,
2005). We therefore obtain an extension of their theory.

Mathematics Subject Classification 49K 10 - 49Q15

1 Introduction

Forn € N, let 2 € R" be a bounded domain with smooth boundary. Given N € N, we study
functions u:  — RY that minimise the functional

E (1) = esssup|Du|
Q

for prescribed boundary data, where |- | denotes the Frobenius norm of an (N X n)-matrix.

Variational problems of this sort go back to the pioneering work of Aronsson [2-5].
The scalar case N = 1 is now quite well understood. For the above functional E, it
gives rise to the Aronsson equation, which has a well-developed theory in the framework
of viscosity solutions. It has unique solutions for given boundary data, which correspond
not just to minimisers of the functional, but to so-called absolute minimisers [21]. These are
characterised by the condition that they minimise ess sup|Du| in suitable subsets Q' C
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for their own boundary data. There is a regularity theory for solutions of the equation as well
[14, 16, 17, 30, 35].

Much less is known for the vector-valued case N > 2, despite some work by the first
author [22-27]. (This problem should not be confused with the problem of vector-valued
optimal Lipschitz extensions [36], which amounts to replacing the Frobenius norm with the
operator norm. For n = 1 or N = 1, the two problems are equivalent, but in general, they
are not.) The vector-valued counterpart to the Aronsson equation is easy to write down,
but much more difficult to make sense of. Above all, there is no meaningful interpretation
of viscosity solutions. It is not known if absolute minimisers exist in general or if they are
unique. We therefore take a somewhat different point of view in this paper. Rather than trying
to determine a distinguished solution of the problem, we ask what all minimisers of E, for
given boundary data have in common.

The natural space for the functional E; is the Sobolev space WLoo(Q; RV). We prescribe
boundary data given in terms of a fixed Lipschitz continuous function ug: R* — R¥, and
then we are interested in the subset 1y + Wol’oo(Q; RN, We define

oo = inf Eo.
uo+ Wy > (QRN)

We are thus interested in the following problem.
Problem Study all maps us € ug + WH® (€2 RN) such that Eoo (o) = €oo.

Since ug is Lipschitz continuous, it has a tangential derivative at almost every boundary
point with respect to the (n — 1)-dimensional Hausdorff measure. We write D’uq for the
tangential derivative of u(, and we define

el = esssup| D ug|
a0
(where the essential supremum is taken with respect to the (n — 1)-dimensional Hausdorff
measure on 9€2). The case where e, < e is particularly interesting for the reasons explained
below.

One of the key ingredients in our analysis is a measure derived as a limit from p-harmonic
approximations. This tool essentially goes back to an idea of Evans [15] and has been studied
by Evans and Yu [18] for the case N = 1, albeit in a different form. We show here that there
is an interesting geometric structure behind this limit measure. Moreover, it is useful for the
vector-valued problem, too, even though this requires an approach rather different from the
one taken by Evans and Yu.

Roughly speaking, we will find some generalised length-minimising ‘curves’ in the
domain, along which all solutions of the problem must coincide. In order to formulate a
precise statement, however, we need some tools from geometric measure theory, above all
the notion of currents.

Since we will work only with 1-currents (and their boundaries, given by O-currents),
readers not familiar with geometric measure theory may think of vector-valued distributions
instead, or indeed of vector-valued measures in most cases. This will, however, obscure some
of the geometric content of our results.
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Definition 1 (Current, mass, boundary) For j = 0, ..., n, let DI (R™) denote the space of
smooth, compactly supported j-forms in R", endowed with the topology induced by locally
uniform convergence of all derivatives. A j-current in R” is an element of its dual space
D;(R") = (D/(R"))*. Given a j-current T € D;(R"), its mass is'

M(T) = sup {T(a)): w € D/ (R") with sup |o| < 1} .
Rn

If j > 1, its boundary is the (j — 1)-current a7 such that 07 (o) = T(do) for every
o € DITL(RY).

We are interested above all in 1-currents supported on Q and their boundaries (which
are O-currents and can be regarded as distributions). These can be interpreted as generalised
oriented curves in . Indeed, given an oriented C Lcurve T' C Q of finite length, we can
define a corresponding 1-current 7 by integration of 1-forms over [, i.e.,

T(a)):/a). (1)
r

In this situation, the mass M(7") will be the length of I'. More generally, if u is a Radon
measure on 2 and 7 is a vector field that is integrable with respect to u, then we can define
a l-current T = [u, ] by the formula

T(a))=/§a)(r)d,u. 2)
In this case,
M) = [ feldn
Q
and
8T(U)=ﬁd0(r)du
Q

for a 0-form o on R”. For example, suppose that we have the above oriented curve I". Write
H! for the one-dimensional Hausdorff measure and define s = H! L_I". Furthermore, let
denote the unit tangent vector field along I" consistent with the orientation. Then the formulas
(1) and (2) give rise to the same current.

We will also need to study N-tuples T = (71, ..., Tn) of 1-currents, which may also be
regarded as vector-valued currents. The boundary 07 is then taken component-wise. We use
the following extension of the mass.

Definition 2 (Joint mass, normal) Let T = (T1, ..., Ty) € (D; (R™)N be an N-tuple of
j-currents in R”. Then the joint mass of T is

N

N
M(T) = sup {Z Te(@p): o1, ..., oy € D/ (R") with sup Y |ax|* < 1¢.
k=1 R =1

For j > 1, we say that T is normal if M(T) < oo and M(dT) < oo.

! Tt is more common to define the mass in terms of the co-mass norm on the space of j-covectors, but this
definition appears, e.g., in a book by Simon [37]. In the context of this paper, the distinction is inconsequential,
because we will work only with 1-currents and their boundaries.
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Given T = (T, ..., Ty) € (D;(R™)N with M(T) < oo, we can always find a Radon
measure || 7|| on R" and || T ||-measurable vector fields Tl, e i"N such that ZZ:] |]ik|2 =1
almost everywhere and Ty = [|| T, f’k] fork =1, ..., N. Furthermore, this representation
is unique (up to identification of vector fields that agree || T ||-almost everywhere). We then
write T = (T4, ..., Tn).

Similarly, if M(3T) < oo, then 8T is represented by an R -valued Radon measure. For
any continuous function  : R — RY with compact support, we may then write

N
OT (u) = Y 0Tk (ug).
k=1

If suppaT C Q, then this also makes sense for any u € WI’OO(Q; RM), including the
minimisers of E.

For a minimiser u, € ug+ WOI’OO(Q; RM) of E, and for T as above, we want to be able
to make statements about the ‘behaviour of Du, along ||T'||’. Since the support of ||T'|| can
be a null set with respect to the Lebesgue measure on €2, and since Du, is only well-defined
up to null sets, this requires some explanation.

Definition 3 (Local LZ-representative) Let  be a (non-negative) Radon measure on €2 and
let f € LIIOC(Q). We say that g € leoc (w) is the local L2-representative of f with respect to
/L, and we write

g={1/Du

if for any compact set K €  and for any n € C§°(R") with [, n(x) dx = 1, the functions
Ne(x) = € "n(x/e) satisfy

li —nex f12du=0.
lim /K lg§ —mex fI7du
The concept is defined similarly for vector-valued functions.

We require some more notation. For x € R” and r > 0, let B,(x) denote the open ball

in R’L with centre x and radius r. Given a measurable function f: Q@ — [0, 00), we define
f*: Q — [0, 0o] by

f*(x) = lim esssup f
™0 B, (x)NQ

for x € Q.
‘We can now formulate our first main result.

Theorem 4 There exists an N-tuple of 1-currents T = (Ty, ..., Tn) of finite joint mass with
the following properties.

(i) suppT € Q and suppdT C .
(ii) For any minimiser u = (uy, ..., uyN) € ug + WS’OO(Q; RM) of Exo,

(a) |Dul*(x) = eoofor |T||-almost every x € S2;
(b) (Du)7) = exoT.

(iii) Any two minimisers of E~ in ug + WOI’OO(Q; RN) coincide on supp 7.
(iv) If e, < eoo, then the following holds true.

(a) T is normal.
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(b) IT1(8€2) =0and |T|(2) > 0.

(c) 0T (up) = ecoM(T). B

(d) Let S be a normal N-tuple of 1-currents such that supp S € Q and suppdS € 0.
If9S = 0T, then M(S) > M(T).

The theorem may appear technical, but there is a geometric interpretation. Statement (i)
says that we have N generalised curves 71, ..., Ty in Q with no boundary in the interior
of Q2. Along these generalised curves, according to (ii), any solution u of our variational
problem will have a derivative of norm e, (in a certain sense), with Duy tangent to Ty. We
therefore have a generalisation of what is called a streamline in the theory of co-harmonic
functions [4]. (For the vector-valued case, similar observations have been made by the first
author for sufficiently smooth solutions [22].) Moreover, we have uniqueness of minimisers
on the support of 7 by (iii).

Ifel, < e, then we can make additional statements on the structure of T according to (iv).
It follows in particular that 7" is non-trivial in the interior of 2 by (b). Furthermore, statement
(d) says that T minimises the joint mass (generalised length) among all competitors with the
same boundary in this case. This means that we can think of generalised length-minimising
geodesics rather than just generalised curves.

If e/, = ex, then the theorem may appear vacuous, because it does not rule out that T
is supported completely on the boundary or even that 7 = 0. The proof, however, reveals
some more information, which is omitted here for the sake of brevity. In our construction,
the 1-current T will arise from a limit of p-harmonic functions u: Q — R¥, or more pre-
cisely, from renormalisations of the currents [| Du ,|” —2L" Du pl, where L is the Lebesgue
measure on R”. It is possible that supp 7 C 92, and then the theorem is indeed vacuous, but
it can be interesting even if e/, = en. In any case, ||T|| coincides with the measure studied
by Evans and Yu [18] for N = 1. They proved a condition that amounts to (i) and some
additional properties related to (ii) and (iii). The analysis of this paper can therefore also be
regarded as an extension of their results. Statement (iv) is completely new even if N = 1.

In the case e/, = e, We still have a local variant of (iv).(d). Since its formulation is even
more technical, however, we postpone it until Sect. 6 (see Theorem 19). We can further derive
some information about the structure of 7', which we will do in Sect. 7 (see Theorem 21). We
employ standard results from geometric measure theory here, even though we consider non-
standard objects. This result can be thought of as a consequence of the the mass minimising
property in statement (iv).(d), but our construction allows a shortcut.

There is a simple observation that exemplifies some of the behaviour described in Theorem
4. Suppose that there are two boundary points x, y € 92 such that the line segment L between
x and y is contained in Q. SupPose further that |ug(x) — uo(y)| > ecolx — y|. Then, if u is
a minimiser of Eo in ug + WO’OO(Q; RN), we can see quite easily that the restriction of u
to L is affine with a derivative of norm e,. In general, such a pair of points need not exist,
but the N-tuple of currents 7 from Theorem 4 has properties similar to the line segment L.

In the case N = 1, it was in fact proved by Aronsson [4, Theorem 2] that the set where all
minimisers coincide is characterised by line segments as above. (Other related results also
exist [9, 10].) This is not true for N > 1. Consider, e.g., the case n = N. If ug(x) = x for
all x € €, then ug is p-harmonic for all p < oo, and our analysis shows that it is also the
unique minimiser of Eo in #g + WOI’OO(Q; R™). But for any x, y € 952, we clearly have the
identity |uo(x) — ug(y)| = |x — y|, while e, = /n in this case.

We have interpreted 7' from Theorem 4 as a generalised curve, but in general it need not
actually be 1-dimensional. For example, suppose that uq is an affine function. Then, as in
the preceding example, we conclude that every p-harmonic function for these boundary data

@ Springer



26 Page6of30 N. Katzourakis,R. Moser

coincides with u, and an examination of our construction reveals that || T || is a normalised
version of the Lebesgue measure in €2 and T is constant. We can then interpret T' as the
collective representation of many line segments in 2.

If e/, = eco, then general statements on the behaviour of minimisers of E in the interior
of Q cannot be expected. In this case, the minimum value of E, is in fact dictated by the
local behaviour near a single boundary point.

Proposition 5 If enc = e/, then there exists x € 32 such that |Dul*(x) > e for any
u € ug + Wy ™ (2 RY).

In this situation, we may have a minimiser u € ug + W(; °(Q2; RY) such that
|Dullp~kx) < e for any compact set K C 2. Then for any ¢ € WOI’OO(Q; RM) with
compact support, there exists § > 0 such that us, + t¢ is also a minimiser of E, for all
t € (=4, 6). Thus the class of minimisers is simply too large to expect any general state-
ments. (For example, letn =2 and N = 1. Letr = ﬁ/ (v/2 4+ 1) and consider the domain
Q=B (r,r) CR2, Suppose that ug(x1, x2) = x;w — x3/3. This happens to be a minimiser
of E for its boundary values [6]. We find that eoe = €/, = 4ﬁ/ 3, which is the value of
| Dug| at (1, 1) but nowhere else in Q.) If e, < exo, on the other hand, Theorem 4 rules out
such behaviour.

Variational problems in L°° have long been studied predominantly with methods involv-
ing comparison arguments and viscosity solutions of the corresponding partial differential
equations. Even so, measure theoretic arguments have also made an appearance in the liter-
ature in various contexts [11, 12, 18, 28]. This also includes a paper with a more geometric
point of view by Daskalopoulos and Uhlenbeck [13], which is motivated by work of Thurston
[38]. Their paper studies ‘co-harmonic maps’ from a hyperbolic manifold to the circle and
shows (among other things) that the locus of maximum stretch is a geodesic lamination and
is contained in the support of a certain (n — 1)-current. (It should be noted here that (n — 1)-
currents can be identified with 1-currents via the Hodge star operator.) There is thus some
overlap with the above theory, but the paper of Daskalopoulos and Uhlenbeck is restricted
to one-dimensional targets and its scope is different. Further related results can be found in
a work by Backus [7].

Notation The following notation will be convenient. Given r > 0, we define Q, =
{x € Q: dist(x, 9Q) < r}. Given two matrices A, B € RN*" we write A : B for their
Frobenius inner product.

2 Currents and what they say about E,

In this section, we give some more information on the relationship between N-tuples of
1-currents and the functions minimising E, in ug + Wol’oo(Q; RM).

We first formulate a global version of Definition 3. We cannot simply use the convolution
with a mollifying kernel any more, because this would cause problems at the boundary.
Instead, we use the following.

Definition 6 (Regular mollifier) A family of linear operators M, : L®(Q) — C*® (L), for
€ > 0, is called a regular mollifier if

(i) there exists : (0, c0) — [0, co) such that lime\ g 6(e) = 0 and
[((Me )OI Z N1 f e @nBe ) + 0(€)
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forall x € Q;
(i) if f € C°(Q), then M, f — f uniformly as € \, 0; and
(iii) if f € W1°°(), then
af  Ox;
—_— - — 0
¢ ax Jj oM f -
inC%(Q)ase \(Oforj=1,...,n.
Regular mollifiers can be constructed by modifying the usual convolution with a mollifying
kernel. For example, a suitable approach is used in a recent paper by the authors [29, Proof

of Lemma 7]. Some tools for a different construction are discussed in a paper by the first
author [28, Section 5].

Definition 7 (Lz-representative) Let 1 be a (non-negative) Radon measure on  and let
f e L°®(2). We say that g € L2(u) is the L?-representative of f with respect to 11, and we
write

g=1[flu

if for every regular mollifier M.,
li ~ M flFdp = 0.
lim /§ lg Sfldu

The concept is defined similarly for vector-valued functions.

We have the following connection between currents and the functional E,.

Proposition 8 Suppose that T = (T, ..., Ty) is a normal N-tuple of 1-currents in R" with
suppT C Q. Letu € VL/I*OO(Q; RM). Then 8T () < Eoo()M(T), with equality if, and only
if, [[Du]]HTH = EOQ(M)T

Proof If E~(u) = 0, then the statement is trivial. We therefore assume that Eoo (1) > 0.

Consider a regular mollifier (M)~ and set ue = Mcu. We define ¢ = E(u). Then
we compute

/,|eT—Due|2d||T||=/,(e2+|Due|2)d||T||—2e/,f:DuednTn

Q Q Q (3)

_ /7(e2+ |Duc?) d|I T — 2697 (ue).
Q

By conditions (i) and (iii) in Definition 6, we know that

limsup || Duell oy = [1Dullro@) < e.
e\

It follows that
lim sup/ (€* + |Duc?) d|T| < 2¢*M(T).
N0 JQ

On the other hand, we have the uniform convergence u. — u. As T is normal, it follows that
0T (u) = lime\ o 0T (ue). Taking the limsup in (3), we find that

1 o
aT (u) + — lim sup/ leT — Du€|2d||T|| < eM(T).
2e N0 JQ
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Hence 87 (u) < eM(T). If we have equality, then it further follows that [Du]jr = T .
Conversely, suppose that [Du] 7 = eT. Then McDu — T in L2(||IT ). By property
(iii) in Definition 6, this means that Du, — eT in L2(|| T||) as well. Hence

0T (u) = lim 0T (ue) = lim/ Du, : f’d||T|| = e/ |f’|2d||T|| =eM(T),
(] N0 Jo Q
as claimed. O

Remark These arguments also show that if M. Du — Ex (u)i" in L2(||T|)) for some specific
regular mollifier M, then [Du] 7| = Eoc(u)T.

Corollary 9 Suppose that T = (Ty, ..., Tn) is a normal N-tuple of 1-currents in R" with
suppT C Q and supp dT C 3. Then 3T (1) < ecoM(T). If equality holds and eoo > 0,
then M(S) > M(T) for any normal N-tuple of 1-currents S such that supp S € Q and
0S5 =0aT.

Proof In order to prove the first statement, it suffices to choose a minimiser s, € ug +
WO1 °(2; RY) of E4 and apply Proposition 8 to 1. If we have equality and if eoo > 0, we
apply the first statement to S. We conclude that M(T') = e 9T (up) = ez 3S(up) < M(S).

O

The following are local versions of the above statements.

Corollary 10 Suppose that T = (Ty, ..., Tn) is an N-tuple of 1-currents in R" with locally
finite mass and with supp 9T N Q = @. Letu € WH(Q; RN). Then

“Tudy) < Eoo(m/gxduTn

for any x e C3°(RQ2) with x > 0. Equality holds for every such function x if, and only if,
(Dubyr) = Eco()T.

Proof Fix x € C3°(R2) with x > 0. Consider S € (D1(R™)N defined by Sk (w) = Tk (xw)
forw € (DI(R")) andfork = 1,..., N. Then § is normal with dS(#) = —T (ud x) and

M(S) = / X dITI.
Q

The first statement therefore follows immediately from Proposition 8.

Letn € CSO(]R") with fR,, ndx = 1. Let ne(x) = € "n(x/€). Then we can construct a
regular mollifier M, such that M, f = n. * f in supp x for all f € L°° (). Therefore, the
second statement follows from Proposition 8 and the remark after its proof. O

Corollary 11 Let T = (T4, ..., Ty) be an N-tuple of 1-currents in R" with locally finite
mass and with supp 0T N Q = . Let u € up + W(;’OO(Q; RM). Suppose that

“T(udy) = eoo/ X dIT]
Q

for every x € Cg°(R) with x > 0. Then the following holds true.
(i) For any open set Q' C Q withsuppT N Q' # 0,
esssup|Du| > exo.

Q
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(ii) Suppose that ess > 0. Let K C Q be a compact set. Let S € (Di(R")N with locally
finite mass and with supp 9S N Q = . If S(w) = T (w) for every w € (D' (R™)N with
w=0inK, then

ITI(K) < ISI(K).

Proof We may assume that e, > 0, because (i) is trivial otherwise and (ii) excludes eso = 0.

Given an open set Q' C Q with supp T N Q' # #, choose x € C§°(Q') with x > 0 and
Jo x dIIT| > 0.Choose an open set 2" € Q' with smooth boundary such that supp x C Q”.
Applying Corollary 10 in ", we find that

—T(udy) < esssup|Du| / xd|T|.
Q// Q//
But by the assumptions, we also have

—T(udy) = eoo/ xdllT|.
Q//

Hence ess sup|Duo| > eco-
Q/
If S and K are as in the second statement, then we choose x € C§°(2) such that x = 1
in K and 0 < x < 1 everywhere. Then

1 1

/ xdITl| = —=—Tudy) =——=S8udy) < / x dlISl
Q €00 €00 Q

by Corollary 10. Since ||T||(K) and ||S||(K) are the limits of such integrals when yx

approaches the characteristic function of K, the claim follows. O

If T has a mass minimising property as in Corollary 9 or Corollary 11, then we may think
of it as a generalised length-minimising geodesic. There is an Euler-Lagrange equation for
this variational problem, which amounts to the condition that

N
> [ B pgwdiri=o @
k=1"%

for all ¥ € Cgo(Q; R™), where ka denotes the directional derivative in the direction of

Ty.. This equation can be derived with the same arguments as for the more conventional
(scalar-valued) mass minimising currents. (These tools are even more common in the theory
of varifolds [1], but this is just another side of the same coin for this purpose.) We do not need
to go into the details here, because we will obtain the equation in a different way. Instead,
we formulate a consequence.

Proposition 12 Suppose that T is an N-tuple of 1-currents such that (4) holds true for all
/S CgO(Q; R™). Let w € WOI’OO(Q; RM). If (Dw)r =0, then w =0 onsupp T.

Proof Letr > 0. Let x € C3°(R2) with x = 1in @\ Q, and such that [Dy| < 2r. Let
n € CP(R") with fR" ndx = 1l and set ne(x) = € "n(x/e) for e > 0. Define we = ne * w,
assuming that w is extended (arbitrarily) to R”.

Set

Ve (x) = [we (0> x (x)x
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26 Page 100f30 N. Katzourakis,R. Moser

for x € Q. Then we may test (4) with . This gives

N
0= 22/ x- T (we ® T) : Dwex d|IT|
k=179

N
+Z/Qx-Tk|we|szkxdnT||+/Q|we|2xd||T||.
k=1

Since (Dw) 7 = 0, we have the convergence

/ DwePdIT] = 0
supp Dx

as € \{ 0. Clearly we — w locally uniformly. Hence

N
0= Z/Qx-Tk wi?Dj, x dIT| +/Q|w|2x d|T.
k=1"* .

If we let r N\ 0, then the first term vanishes in the limit, because
[w|* < N Eoo(w)r?

in €2,. Hence

0= / wldIT].
Q

It follows that w = 0 almost everywhere with respect to ||7'||. By the continuity of w, we
conclude that w = 0 onsupp 7. O

3 Measure-function pairs and LP-approximation

Here we introduce another tool from geometric measure theory, due to Hutchinson [20], that
is convenient for our purpose. We only discuss the L2-version of Hutchinson’s theory here,
because this is all we need.

In the second part of this section, we will apply it to minimisers of the functionals

1/p
E,(u) = (]é |Du|pdx> . 5)

The limit p — oo will eventually produce not just a minimiser of E,, but also the 1-currents
from Theorem 4.

Definition 13 (Measure-function pair) A measure-function pair over Q2 with values in RV *”"
is a pair (u, F), where w is a Radon measure on Q and F € L2(u; RN >my,

Hutchinson further defines weak and strong convergence of measure-function pairs. His
formulation of weak convergence is somewhat weaker than the following, but the strong
convergence is the same.

Definition 14 (Weak and strong convergence) For £ € N, let My = (u¢, Fr) be measure-
function pairs over €2 with values in RN*M et My, = (o> Foo) be another such measure-
function pair.
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(i) We have the weak convergence My— M, as £ — oo if
lim /7(n+ﬂ 1P du =/7(77+Foo tP)duso
—o0 J§ Q
forany n € C%() and any ¢ € CO(; RVN*"), and at the same time,

limsup/(l + |Fe?) dpe < oo.

t—oo JQ

(ii)) We have the strong convergence My — My, as £ — oo if
lim [Fel>dpe =0
400 JixeQ: |Fy(x)|=a}

uniformly in £ and

{—00

lim [ ®(x, Fe(x))dpe(x) = /Jb(x, Foo(x)) d oo
Q Q
for all ® € CJ(Q x RV*").

Some of the key statements in this theory are summarised in the following proposition,
which amounts to a variant of [20, Theorem 4.4.2]. It generalises well-known results for
weak and strong L2-convergence for a fixed measure .

Proposition 15 For £ € N, suppose that My = (¢, Fy) are measure-function pairs over
Q with values in RV, Let Moo = (Joo, Fao) be another such measure function-pair. Let
®: QxRY*" s R be a continuous function and suppose that there exists a constant C > 0
such that |®(x, z)| < C(z|> + 1) forall x € Q and z € RVN*".

(i) If

limsup/i(lFﬂ2 + D due < 00,
Q

{— 00

then there exists a subsequence (My,, )mcN that converges weakly.
(i) If (My)¢en converges weakly to M, then

1 Foollp2 (i) = 1igggcl)f 1 Fellz2(up)-
(iii) If (Myg)¢en converges weakly to M, and
||F°°||L2(;Loo) = e]l)fgo | Fe ||L2(M)’

then the convergence is strong.
(iv) If (My)¢en converges strongly to M, then

/7q>(x7Foo(x))dMoo(x)= lim /7¢(X,Fz(x))dlw(x)-
Q t—o00 JQ

Proof The first three statements are from [20, Theorem 4.4.2]. The final statement is a little
stronger than what is stated in Hutchinson’s paper, but can be proved with the same arguments.
(It is also quite easy to prove directly from the definition of strong convergence.) O
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We will apply these concepts to measures and functions generated by L?-approximations
of minimisers of E,. For 2 < p < 0o, we therefore consider the functionals E, defined in

(5). Since they are strictly convex, there exists a unique minimiser u, € ug + Wol”' (2; R™)
of E, for each p < oo, which satisfies the Euler-Lagrange equation

div(|Dup|P > Duy) = 0 (6)
weakly in Q. Furthermore, for any i € Cgo(Q; R™), the condition
d .
0= — Ep(up o (ido +tv))
dt|,_g
gives rise to
n
ad ou, Y, 1
0=/ Duy P2 30 e S Vi _ L ipu,Paivy | dx. %)
Q 4~ Ox; 0x; 0x; p
i j=1 J J

Fix v € ug + Wy (2 RN). If 2 < ¢ < p < 00, then we observe that
Eq(uq)qu(up)SEp(up)SEp(U)ono(U) (8)

by Hdlder’s inequality and the definition of u . Hence the family (1)) e[2,00) is bounded
in Wh4(Q; RY) for every ¢ < oo. Therefore, there exists a sequence py — oo such that
Up, — Uoso weakly in all of these spaces for some limit uso € 1o + ) Wol’q (€; RM).
We then estimate

q<oo
Eoo(uso) = qli)ngo E;(ueo) < qlg%o liznigf Eg(up,) < lizniiogf Ep (up) < Exx(v), (9

where we have used (8) in the last two steps. Hence us, € up + WOI’OO(Q; RM), and u is
a minimiser of the functional E . In particular, it satisfies Exo(Uoo) = €co- We also define
ep = E,(up). Then as in (8), we see that

€g = ep < ex

whenever ¢ < p < 0o. Moreover, the estimates in (9) imply that e, — e, monotonically.
We now define

| Du,|P~2

_27£”,
eh LY (Q)

Mp =
where £" denotes the Lebesgue measure on 2. These measures have also been studied by
Evans and Yu [18] in the case N = 1. They should be considered not on their own, but
in conjunction with the function Du . Thus M), = (up, Du,) naturally forms a measure-
function pair over .

We can make a few statements about M), immediately. The Euler-Lagrange equation (6)
now becomes

/Du,, :Ddu, =0 (10)
Q

for every ¢ € C3°(2; RM). We also have

n

du, ou, ow; 1
/ 3 8”” % a% — Z|Du,Pdivy | du, =0 (11)
Q — Xi Xj 0Xj P
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for every ¥ € C3°(2; R") because of (7). Moreover, we observe that

2

/§|Dup|2dﬂp =e,,‘1’7é|Dup|de =e; < el

and

1y Q) =ey ” ]é |Du, P2 dx < ey P(E,(up)P~2 =1

by Holder’s inequality. By Proposition 15, we may therefore replace (p¢)een with a sub-
sequence such that M), — M, for some measure-function pair Moo = (feo, Foo) OVer 2.
Then

/FOO:D¢duoo: lim / Du,, : D du,, =0 (12)
Q t—o0 Jo i

for every ¢ € C3°(2; RM) by (10). We will see that (11) also gives a useful equation in the
limit, but we need to establish strong convergence first.

4 Interesting boundary data

In this section, we examine the case e/, < e in more detail. Recall that

oo = inf Ex = Eco(tso)
uo+ Wy (RN)

and

el = esssup|Du|.
90
If e, < ex.then we have better control of the p-harmonic functions u p near the boundary
d€2. Therefore, we can prove additional properties of the limiting measure-function pair
Moo = (Jtoo, Foo)- The following estimates rely on identity (11). We use measure-function
pairs over 32 with values in RY here, which are defined similarly to Definition 13.

Proposition 16 Suppose that e, < eoo. Then there exist measure-function pairs (mp, fp)
over dQ with values in RN such that

limsup/ (1+1£p%) dm, < o0 (13)
p—>0 k19
and
/DuP:Dd)du,,:/ fp-¢pdm, (14)
Q Q2

forall € C®(R"; RV).

Comparing the last identity with the usual integration by parts formula for p-harmonic
functions, we may think of m , as the restriction of | Du , |? =2 to the boundary (up to rescaling)
and of f), as a representation of v - Du ,, where v denotes the outer normal vector on 2. In
general, however, we do not know if we have enough regularity of u, up to the boundary to
write down the formulas in these terms.
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Proof We first replace u,, by the solutions of a different boundary value problem, for which
we have the better regularity theory. We fix p € [2, oo) at first. For € > 0, define the function
H,.:R— Rby H, (1) = (12 4 €2)P/2 for t € R. Consider the functional

1/p
Epe(u) = (7{2 Hp,6(|Du|)dx> .

Choose ¢ € (e, eco). Let ugc: R" — R¥ be smooth functions such that

o up. — ugin WH7(; RV) as e \( 0 and
o |D'ug.|> + €* < ¢® on Q2 when € is sufficiently small.

Letup e € upe+ Wol‘p(Q; R™) be the unique minimiser of E ¢ in this space. Then we have
the Euler-Lagrange equation

p/2—1

div ((|Du,,,e|2 +é?) Du,,,e) —0 (15)

in Q. There are theories for both interior and boundary regularity for this sort of problem. In
particular, results of Uhlenbeck [39] show that u, . is smooth in the interior of £2. Results of
Kristensen and Mingione [31, Theorem 1.1] show that Du , ¢ belongs to wl/pts.p(Q; RN>m)
and its trace on €2 belongs to W7 (3€2; RV*") for some s > 0. This is enough to carry out
the following computations.

Equation (15) implies that

d . 2—1 Oup,
EH,,,GQDM,,,GD = pdiv <(|Dul,,€|2 +e2) TP]G : Dupf)
in Q for j = 1, ..., n. We choose a smooth vector field v/ : R” — R” such that v = v on
2. Then

P
2

. 1
div (Hp,e(wup,em/f —p(IDupel*+€*)>" Dyup.- Du,,f)

Oup e . up e 0
3)6,' 3)(3/‘ 8xj'

n
. L2_1
:HP,E(|DMP,5|)le¢‘—p(lDup,€|2+€2)2 Z
i,j=1

We write H" ! for the (n — 1)-dimensional Hausdorff measure. Then

b _
/ (1Dup. e+ €)™ (1Dupel? + € = pIDyip.e2) aH'™
Q2
=/ H), (|Dupe|)dive dx
Q

n
L 1 0Upe OUpe 0V
_ D 2, 2\5 pe  9Up, dx.
b Z /Q(| Upel e ) ox; ox; 0x; )

ij=1

Hence there exists a constant C, depending only on n and €2, such that
21 _
’ / (IDup.el> +€)” " (1Dupel® + € = pIDyup.el’) dH"™!
a0

< Cp/ Hp (|1Dupcl)dx.
Q
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Write

/ /
fp,e = Dv“p,e and 8p.e = |D up,€| = |Dup,e|2 - |fp,e|2

on 2. Then we may write the above inequality in the form

Ju _
‘/BQ (IDup. e +€) 2 (82e+ €2 = (0= Dlfpcl?) ar™!

< CP/ Hp.e(|Dup.cl) dx.
Q

Hence
£-1 _
/ (1Dupe + )7 P are!
IQ
1 L _
<—— | (IDupel*+€)? (g5 +e)dH""
p—1 Jiq (16)
Cp
+—/ Hp (|Dup ) dx,
p—1Jq
and

_ 1 _
/)  Hp.e(1Dup.el) dH" '= A Q(|Dup,g|2+e2)2 (fpel® + g +€HdH"™!

J _
<L | (IDupP+) 7 (2 + Dy dn!
p—1 Jiq

Cp
+ P / Hy o (IDup | dx
p—1Jq

p—2 -
=< 7/ Hp,e(|D”p,e|)dHn !
r—1Jsa
2 r/2

+ — <g2 +62> dH"!
p—1 /o \7P°
Cp

+ 7/ Hpy (|Dupel)dx.
p—1Ja

Here we have used Young’s inequality in the last step. It follows that

r/2
/ Hp,e(|D”p,e|)dHn_1 =< 2/ (gi,g + 62) dHn_l + CP/ Hp,é(|Dup,e|)dx-
Q2 0 Q
)
Feeding this back into (16), we obtain

P_q _ 2 p/2 _
/ (1Dupel+ @) iyl art™ < o= | (gh.0+6) 7 an!
e e (18)

2Cp
+7/ Hy, (|Dupel)dx.
p—1Ja

Define

1"11776 = [x € 0Q: |fp,€(x)|2 = ei _C2}
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and FIZ,’G = BQ\F;,G. By the choice of the boundary data, we have 8127,5 + €2 < ¢® when €
is small, and thus |Du,,,5|2 +e2< e%, on F},,e. Hence

/ Hp,€(|D”p,e|)dHn_l < ean_l(BQ).
r)e

OnI?

p,e» WE note that

62 2

— C
2 )4 2 2
el 2 Lo (g +€)

for sufficiently small values of €. Therefore,

2
e
2, 2 2, 2 2 P 2
|Dup,€| +E :|fp,€| +gp,e+6 S 2_ 2|fp,€|
ep C
2
on Fp,é' Hence
1 e?ﬂ 2, 251 2 1
/2 Hy(1Dup yah'™ < 2 62/ (Dup e + )50 £, Parent,
r - a0
D€ 14

Using (18), we see that

/ Hp(|Dup ) dH™™!
1“12,,6

262 p/2
<—F ( / (2c+€?)" ar™ +cp / Hp,e(|Dup,e|)dx)
(p =1 (& — ) \Jom 2

2¢2 1
<—>F (CPH"* (39Q) + Cp/ Hp,€(|Dup,E|)dx).
(p=1(-) 2

Since we know thate, — eq as p — 00, it follows that there exists a constant C’, depending
onn, 2, ex, and ¢, such that

/ H,,,6(|Dup,6|)d7'("_l < <e§ —I—/ Hp,g(IDup,gl)dx> , (19)
aQ Q

provided that p is sufficiently large.

We now consider the limit € N 0 (still for p < oo fixed). Since Ep ¢ (up ) < Ep (uo,e),
it is clear that the family of functions u, . is bounded in wLr(Q; RN). We may therefore
choose a sequence ¢, \, O such that u,  —ii, weakly in this space. It is obvious that

iy € up + Wy P (2 RV).
Letv € ug + Wol’p(Q; RM). Define ve = v + up,e — Uo, in order to obtain a function in
uo.c + Wy'” (2 RY). Then
E,(up) <liminf E, ¢ (up ¢) < liminf E, ¢, (ve,) = Ep(v).
k—o00 k— 00

Hence i, minimises £, in 1 + WO1 "P(€; RN). The strict convexity of the functional implies
that i, = u,. Inserting v = u, and using similar estimates, we also see that
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limsup Ep ¢, (Up.,) < Ep(up).
k—o00

; : Lpio. N
Hence the convergence up ¢, — u, is strong in WP (Q; R™).
Consider the measures

Using inequality (17), and recalling that gf,’ et €2 < ¢ when € is small, we see that

lim sup/ (1+ 1 fpel?) dmpe < 0
0 JaQ

for any fixed p < oo. Hence, by Proposition 15, we may assume that the measure-function
pairs (mp ¢, fp,e) over 02 converge weakly to a measure-function pair (mp, f),). Using
(15) and passing to the limit, we obtain identity (14). Inequality (13) follows from (19) and
Proposition 15. O

We also briefly consider the case e/, = ex. We conclude this section by proving Proposi-
tion 5, thus showing that in this situation, the minimum value of E, is dictated locally near
a single boundary point.

Proof of Proposition 5 Suppose that e, = eq. Fix u € ug + WOl 2°(€2; RY). We extend u
outside of €2 such that it is Lipschitz continuous globally in R". Let L denote the Lipschitz
constant of this extension.

Define

a(x) = lim esssup |D'ug|
™0 50nB, (x)

for x € 9K2. This gives rise to an upper semicontinuous function with

exo = Sup a(x).
xed

Hence there exists x € 92 such that esc = a(x). We fix this point now.
Lete € (0, %]. Then there exists » > 0 such that

/
esssup |D'ugp| > exo — €.
QNB, (x)

Since the restriction of u( to d€2 is Lipschitz continuous, it is differentiable almost everywhere
with respect to H"~!. Hence we can find a point y € 32 N B, (x) such that D'ug(y) exists
with

ID"uo(y)| = e — €.
We may assume without loss of generality that y = 0 and u((0) = 0, and that the tangent

|Al = V/NL.

If s > 0 is sufficiently small, then

QN [=s,s]" C[—s,s" ! x [—es,es] and [—s,s]""! x [es, s] € Q,
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while at the same time,
lup(z') — AZ'| < es

forall 7 € [—s,s]" NIQ. Set =, = [—s, 5" x [es, 2¢s]. For any z € X, there exists
7/ € [—s,s]" N3 such that |z — /| < 3es. Hence

lu(z) — Az| < lu(z) —u(@)| + luo (@) — AZ'| + |AE —2)| < (3(\/ﬁ+ DL + 1)es

forall z € Xe.
Integrating g% along lines parallel to the x;-axis, we see that there exists a constant C,
J

depending only on n, N, and L, such that for 1 < k < Nandfor1 < j < n — 1, the

inequality
il
f Itk dx — ayj
Ye 8xj

holds true. Thus there exists a subset of X of positive measure where | Du| > |A| — C’¢ for
another constant C’ depending only on n, N, and L. (Otherwise we would conclude that

][ Dudx — A

using the reverse triangle inequality.) It follows that

< Ce

> 4] —][ Duldx = C'e,
Y

esssup|Du| > |A] — C'e > eso — (C' + 1)e.
By (x)

As € was chosen arbitrarily, this implies the claim. O

5 Key estimates

Throughout this section and the rest of the paper, the function u, and the measure-function
pair Mo, = (oo, Fo) are as constructed in Sect. 3 and are fixed. Recall that u », is a minimiser
of Exo. If e/, < eso, then we consider the measure-function pairs (m p» fp) from Proposition
16 as well. We may assume that (m p, , f}, ) converges weakly to a limiting measure-function
pair (mo, foo) over €2, which will then satisfy

/joo:Danuoo:/ 6 foodmos (20)
Q IR

for all ¢ € Cgo (R"; RN ). If ego = eoo, then we choose an arbitrary measure-function pair
(Mo, foo)- Even then, we can still use equation (12) for ¢ € C(C)’O(SZ; RM), and we conclude
that (20) still holds true for these test functions.

We now analyse M, in more detail. This will also reveal some information about other
possible minimisers of E. Some of the key arguments in this section are similar to estimates
due to Evans and Yu [18].

We prove the following statements.

Theorem 17 Suppose that v € ug + WOI’OO(Q; RN) is a minimiser of Eso.

(i) Then (D), = Foo, and |Dv|*(x) = |Foo(X)| = eco for proo-almost every x € Q.
(ii) Ifegoi< eco, then [DV] . = Foo, and |Dv[*(x) = |Foo(X)| = eoo for puoo-almost every

x € Q.
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(iii) The convergence My, — My is strong in every compact subset of S2.
(iv) If e}, < eoo, then the convergence M, — M is strong in Q.

Before we prove these results, we note that statement (iii) has the following consequence.
If we write Foo = (Floos - - -» FNoco), then (11) gives rise to the identity

N
> / Fioo - DF, ¥ djtoo =0 @1
k=1

for all ¢ € C§°(€2; R"), owing to Proposition 15. This equation complements (12), and we
will use it in Sect.7 to say something about the structure of (M, F), although we will
formulate this in terms of a corresponding N-tuple of 1-currents.
In the framework of currents, equation (21) corresponds to (4). It is a weak formulation
of the equation for geodesics and is one of key properties of the measure-function pair M.
For the proof of the theorem, we require the following lemma.

Lemma 18 Forany £ € C°(Q) with € > 0, and for any a € (0, 1),
azef,/gsdu,, < /stupﬁdup +alerlElcog).

Proof Given o € (0, 1), define A, = {x € Q: |Dup| < ae,}. We first note that

2—p n
e _ L L"MAY) _
A) = P D p 2d < P2 P’ p 2.
MP( 17) ,C"(Q) 4, | ul" r=o £n(Q) o
Hence
2 2
| auan, = [ cpuPan,
Q o4,
22
> [ ey
oA,
:azef, (/.gdup—/ gdu,,>
Q Ap
> 0% ( /Q Eduy - ||e§||co(9)u,,<Ap>>
22 2
> o6} [ £y - "€l oo
This implies the desired inequality. O

Proof of Theorem 17 We first prove the local statements (i) and (iii), allowing for the possi-
bility that ¢/, = ex. Let n € Cy°(B1(0)) with fR,, ndx = 1. Set ne(x) = e "n(x/€) and
define ve = v * 1 (Where for convenience v is extended arbitrarily outside of €2, so that v,
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is well-defined in ). Choose & € C3°(R2) with 0 < & < 1. Also choose « € (0, 1). Then
/ £|Dve — Dup*dp,
Q
— / £(IDvel* — |Duy|*) dp, +2/ £(Duj, — Dve) : Du,dp,
Q Q
= [ €1DvP = 1Du,P)diey =2 [ 0, = v0)® D& : Duy iy
Q Q

5/95|Dv€|2d/¢p—a2e§/géjdp,p+al’e[2)—2/Q(up—v€)®DE:Dupd//,p.

Here we have used Lemma 18 in the last step. Hence

timsup [ €1~ Dup P, < [ D0 -0, [ Edun
Q Q Q

k— 00
_2/ (Moo —Ve) ® DE : Fo dﬂoo
Q

Letr > 0.Choose & suchthaté = 1in Q2\2, and§ = 0in €2, /7, and such that |D&| < 4/r
in all of 2. Note that

luco — U”c()(gTr) <2V Nrex,

because v is a minimiser of E and thus || Dv|| L= @) = [|DuccllLo(@) = ex.If € < 7, then
there exists a constant C, depending only on N, n, and 5, such that

luoo — UGHCOGT,) <Crew.

It follows that

172
_2/(’400_1)5)@[)5 cFoditoo < 8Cexo (Moo(gzr)/ |Foo|2d/vLoo> .
Q Q

Given acompactset K C Q and given y > 0, we may choose r > Osuchthat KN, = ¢
and

1/2
8Ceno (uoo(szr) / |Foo|2duoo) <vy.
Q

For the above choice of &, we then conclude that

limsup/aDve—Dupuzdupk s/aDvequoo—azego/sduoow (22)
Q Q Q

k— 00

for all e < r. Clearly |[Dve| < || Dv|l1=@) < ex everywhere in . Therefore,

limsup/ |Dve — Duy | dpp, < (1 _a2)ego/ Edpuc +y < (1 —a®)e2, +y. (23)
K Q

k—o00

By Proposition 15,

/K |Dve — Foo|? djtos < (1 —a?)el +y
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as well. Since o € (0, 1) and ¥ > 0 may be chosen arbitrarily here (and then the inequality
holds for € small enough, depending on y), it follows that

li Dve — Fool?dpies = 0.
GI\IA%/K| Ve ool ” d oo

According to Definition 3, this means that Foo = (Dv),,, .

Because | Dvc| < e everywhere, this locally strong L2-convergence with respect to ftoo
also implies that | Foo| < eso at Loo-almost every point. Now we note that (22) further gives
rise to the inequality

[ s1FaP s = tim [ 100 Pz € [ €dpe. (24)
Q N0 Jo Q

Hence | Fo| = exo at poo-almost every point.
Inequality (24), together with the dominated convergence theorem, also has the conse-
quence that

/ E(IDV[") dpoo = [ £ lim esssup|Dv|? djioo (x)
Q Q@ O B (x)

= lim | £&ess suple|2 d oo (x)
NOJo  B.(x) (25)

> i Dv.|*d
_ggz)/szél Vel“d oo

Zego/ §ditco-
Q

Since we clearly have the pointwise bound |Dv|* < eso, we conclude that | Dv[* = e at
oo-almost every point. All the claims of statement (i) are now proved.

The claim of statement (iii) relies on the same inequalities. We have shown, as a conse-
quence of (23), that for any compact set K C €2, if § > 0 is given, then there exists €9 > 0
such that for any € € (0, €o],

lim sup/ |Dve — Dup|*dpy, < 8. (26)
k—oo JK

But clearly, for a fixed e,

limsup/ |Dve — Dupklzdupk
K

k—00

= limsup/ (|Dv€|2 —2Dve : Dup, + |Dupk|2) dip,
K

k—00

=/(|Dv5|2—2Dv€ : Foo)duoo—i—limsup/ | Dt | d
K K

k— 00

:/ |Dv6—Foo|2dMoo—/ |Foo|2duoo+1imsup/ |Dutp, 1> dptp,
K K K

k—o00

Therefore, the above inequality (26) implies that

limsup/ |Dup, | dpp, 5/ | Fool? d o (27)
K K

k—o00

By Proposition 15, this means that M, — M, strongly in K.
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Finally, we assume that e, < e, and we prove the global statements (ii) and (iv) with
global variants of the above arguments. To this end, consider a regular mollifier M. We now
define ve = Mv. We choose @ € (0, 1) again. Just as before, we compute

/|D1}€—Du,,|2d,u,7
Q
:/(|Dv€|2—|Dup|2)dup+2/ (up —ve) - fpdm,
Q aQ
2 ) p2 _
5/ |[Dve|“du, —a epup(Q)—l—a ep—i—Z/ (up —ve) - fpdmp.
Q IR
Hence

limsup/ |Dve — Duy, | dup, < /7|Dve|2duoo 7 I (?))
Q Q

k—00

+2/ (oo — Ve) + foo dmeo.
19

Fix y > 0. We know that v, — v uniformly in &, and v = u, on 3$2. Hence

2/ (oo — Ve) * foodmoo <y
Q2

whenever e is sufficiently small. Therefore,

limsup/ |Dve — Duy, | dup, < /7|Dvg|2duoo — e o)+ v, (28)
Q Q

k—00

By the properties of regular mollifiers, we know that

limsup || Dvellcoig) = I1DvllLe(@) < €oo- (29)
e\

Hence

lim sup/ |Dve — Dup|? dity, < (1 —a?)e? 1o (Q) + 2y
Q

k—o00

when € is small enough. Proposition 15 then implies that

li Dve — Foo|?* djios = 0.
6{%é| Ve ool ”d oo

It follows that Foo = [Dv] .-
Using (29) again, we conclude that the inequality |Foo| < ecc holds poc-almost every-
where in Q. By (28),

/§|Foo|2duoo - ;i{r(l)/ﬁwveﬁduoo > &2 oo (D,
Hence | Foo| = €00 at ftoo-almost every point of €.

@ Springer



Minimisers of supremal functionals... Page230f30 26

As in (25), we see that

/(|Dv|’*)2 diteo = lim [ ess sup|Dv|2d,uoo(x)
Q eNO JQ B .(x)NQ

> i Duv.|*d
—GI{%/§| Vel " ditoo

- lim/ | Fool? dptos

eNO Jo
= €2 1oo(R)
by the properties of M. Hence | Dv|* = e at Loo-almost every point of 2. This completes
the proof of (ii). -
For the proof of (iv), we observe that the derivation of (27) now works for K =  as well.
Thus it suffices to use Proposition 15 again. O

6 Combining the tools

In this section, we prove_}Theorem 4.If e, = 0, then we can choose any unit vector T() e RNxn
and set T = [L£"_ Q, To]. The statements of the theorem will then be satisfied trivially. We
therefore assume that e, > 0 henceforth.

The current 7 in the theorem is then just another representation of the measure-function
pair Moo = (oo, Fxo) constructed above. Namely, we set T = [, Foo]- Since we know
that | Foo (x)| = €0 for peo-almost every x € Q2 by Theorem 17, this means that || 7| L Q=
eoolloo - Qand T = e} Foo in Q. If €, < eco, then ||T|| = exoftoo and T = ey Fo, on Q
by the same theorem.

Theorem 4 now follows from the results in the previous sections. We will give the details
below. First, however, we formulate and prove a local version of the mass minimising property
in statement (iv).(d) in Theorem 4. This result also holds true if ¢/, = exc.

Theorem 19 Suppose that S is an N-tuple of 1-currents with locally finite mass and with
suppdS N =0. If K C Qis a compact set such that S(w) = T (w) forall w € (D1 )N
withw = 0in K, then |T|(K) < ||S||(K).

Proof We first note that (Duso) 1) = eooi" by Theorem 17. According to Corollary 10, this
implies that

—T(usdx) = eoo/ xdlT|l
Q
for any x € C;°(2) with x > 0. Hence the claim follows from Corollary 11. O

For the proof of Theorem 4, we also require some additional tools, including the following
estimate.

Lemma 20 Suppose that e, < ex. Then there exist R > 0 and B € (0, 1) such that
IT11(S22 U 02) < BIT (2, U0RQ) forall r € (0, R].

Proof Choose R > 0 such that there exists a smooth nearest point projection @ : Qg — 9.
We may replace uq (while still using the same notation) by a function such that up(x) =
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ug(w (x)) for x € Qg. Then

c:=ess sup|Dug| < eco,
QR

provided that R is sufficiently small.
Now fix € (0, R]. Choose £ € C°(R") with 0 < & < 1 and such that &£ = 1 in Q, >
and £ = 0 in a neighbourhood of 2\ €2,, and such that | D&| < 4/r. Then

/$|Dup|pdx
Q
= / $|Dup|p_2Dup : Duodx—l—/ §‘|Dup|”_2Dup : (Dup — Dug) dx
Q Q

:/Q.§|Dup|1’72Du,,:Duodx—/QIDu,,Ipfz(up—uo)@DE:Du,,dx.

Moreover, given o € (0, 1), we can estimate

-1 1
/$|Du,,|p72Du,,:Duodx§ P ou’l—l/SIDu,,Ipdx—i—i/élDuolpdx
Q Q pal Jo

by Young’s inequality. Hence

(1 ou' 1)/§|Dup|”dx

= pal’ / &|Duo|” dx —/ IDuplp p — o) ® D& : Du, dx

| /\

pap/édx—/ |Dup|” up —uo) ® DE : Duydx.

In terms of the measures , this means that

-1 2
1 — ol SlDu,,| dip

cpe
< ][de—/(up—uo)@)Dé Dupdp.

pa?

Choose o > i Restricting to py and letting k — oo, we then find that
(1 _a)/7§|Foo|2dHoo = /(Moo —u0) ® D& : Foodiieo
Q Q

by Proposition 15. Since uy, — ug € WOI’OO(Q; RN), there exists a constant C; such that
oo — ug| < Cyrin Q,. Hence

/ |Fool? djios < Caeoe / | Fool djtoo:
Q,2U02 Q2:\Qy 2

where C» = 4C/((1 — a)ex). By Theorem 17 and by the definition of 7', this means that

ITN(2r 2 U0R) < C2AITII(S2 \ 27 2)-
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Adding C||T [|(€2,/2 U 92) on both sides of the inequality, we conclude that

C
IT11(22 U0RQ) < lllTll(QrU39)~

G+
Thus we have the desired inequality for 8 = C,/(C2 + 1). O

We now have everything in place for the proof of our main theorem.

Proof of Theorem 4 Recall that we use the assumption e, > 0, as the theorem is trivial
otherwise. We have a measure-function pair M, = (oo, Fio), constructed in Sect. 3, that
satisfies statements (i) and (iii) of Theorems 17, and (ii) and (iv) as well if e/, < ex. As
described at the beginning of this section, we set T = [i4o0, Fixo]. Then Theorem 17 implies
that | 7] L. 2 = ecoftoo L 2 and T = e;olFoo in Q.If e/, < eoo, then ||T|| = ecopboo and
T = e Foo on Q. We conclude that 7 # 0 in the second case.

We now prove the individual statements of Theorem 4.
() It is clear that supp T € Q. For any o € (D° RN with compact support in €2, we note
that

T(do) :/ Foo : Dodps =0
Q

by (12). Hence supp 0T < 0%2.

(i1) Both statements follow immediately from Theorem 17.

(iii) We note that identity (21) for the measure-function pair M, corresponds to (4) for T.
Therefore, if we have two minimisers u, v € ug + W(; (R RN ) of Ew, then we may apply
Proposition 12 to the function u — v. Since we have already proved that (Du))r| = oo =
(Dv)yr), it follows that u = v on supp 7.

(iv) Here we assume that e/, < eoo. Then statement (a) is a consequence of Proposition 16,
as it follows that

0T (o) = lim / Du,,Z:Dcrdp,m:/ fm-admm:/ Joo -0 dms
{00 /o aQ aQ

forall o € (DO (RN . Here (oo, foo) is the measure-function pair over 02 found at the
beginning of Sect. 5.

Statement (b) is an obvious consequence of Lemma 20 and the fact that 7 # 0. .

For the proof of statement (c), we invoke Theorem 17. We conclude that [Du]) 7 = e T .
Hence Proposition 8 implies that 07 (10) = ecocM(T).

Finally, we prove (d). Recall that we have already proved the identity 97 (1g) = ecoc M(T)
when e/, < eqo. Thus Corollary 9 implies the desired statement.

O

7 The structure of T

In this final section we give some more results about the structure of the N-tuple of 1-currents
T constructed above. These are based on the condition (4) and are closely related to standard
results on varifolds. Most of the results in the literature, however, do not apply to 7', as it
is somewhat unusual: it should be thought of as a 1-dimensional object, because it acts on
1-forms, but need not actually be 1-dimensional in any other sense. In contrast, most results
on currents or varifolds in the literature assume rectifiability in the appropriate dimension.
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We use some more concepts from geometric measure theory in the following, including
the notion of a countably rectifiable measure. A definition can be found, e.g., in a book by
Mattila [32, Definition 16.6].

Theorem 21 The measure ||T| -2 is absolutely continuous with respect to the one-
dimensional Hausdorff measure H'. Moreover; forany ||T||-measurable set A C 2 such that
H! (A) < oo, the restriction ||T| LA is a countably 1-rectifiable measure. At ||T|| almost
every point x € A, the approximate tangent space of |T || L_ A contains {T1 (x), . TN (x)}.

This means that the dimension of 7', say in the sense of Hausdorff dimension for the
measure || T || as defined by Mattila, Moran, and Rey [33], is at least 1 (unless || 7]|(€2) = 0).
It can, however, be higher. (An example is discussed in the introduction.) If we restrict || T||
to a 1-dimensional set A, then we have the structure typically assumed in geometric measure
theory. We then also find that the vectors T| (x),. TN (x) are tangential. Since we have
a 1-dimensional approximate tangent space here, thls means that they are parallel to one
another (or vanish) at || 7||-almost every point x € A.

For the proof, we use a monotonicity identity that is a standard tool in the theory of
varifolds (see [37, §17]). It is difficult, however, to find a formulation in the literature for
anything more general than a rectifiable varifold, even though the standard arguments apply
more generally. We therefore provide a proof for the convenience of the reader. As mentioned
earlier, varifolds and currents are closely related, and we can formulate the identity in terms
of T.

Lemma 22 For any xo € Q and for 0 < s < r < dist(xg, 02), the identity

=i

[x—xo|
——d||T||
|x — xol

ITII(Br(x0))  [IT(Bs(x0)) :/
r s By (x0)\Bs (x0)

holds true.

Proof We may assume without loss of generality that xo = 0.
Choose a non-increasing function & € C*°(R) with & = 1 in (—o0,0] and & = 0 in
[1, 00). For p > 0, define

1o () = £(x1/).
Test (4) with ¥, (x) = n,(x)x. This gives
[ (o4 €00 B2 7Y anrieo o

Now we compute

d (1
— ( /npdnrn)———/ <np<x)+'—s (|x|/p>) dIT )
P
= [ € <1— =7 ) dIT ).
p7Ja x|
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Integrate with respect to p over the interval (s, r):

1 1
*/nrdIITII—*/ ns d||T]|
rJo s JQ
| , x =2
-/ —3/s<|x|/p>|x|(1—\—-T\ ) dIT|(x)dp
s P Q |X|

r ’ 2
:_// M@(l—‘iﬂ )d||T||(x).
QJs 14 |x|

Set
r !/
o= - [ D),
s I
so that
1 1 X -2
it =< [ ndiri = | e (1= | T[) diTi.
rJa s Ja Q x|
Note that

"d d r d
@(x)z/ —(lxl/p) 2 S G LCITA) +/ £(lxl/0) 5.
s p ,0 r N Ky ,0

Now let & approximate the characteristic function of (—oo, 1). Then @ (x) converges to

rd p
rl — = |x|_]
x| P
for s < |x| < r and to O else. Using the dominated convergence theorem, we obtain the
formula in the statement. m]

Proof of Theorem 21 A consequence of Lemma 22 is that for any x € €2, the function r
r1 IT||(B,(x)) is monotone. Therefore, the limit
T|(B
o) o tim 1TIB-)
N0 r
exists. Lemma 22 also implies that ® is locally bounded. It follows from standard results on
Hausdorff measures [19, Section 2.10.19] that || T|| is absolutely continuous with respect to
H.
Let ¥ = {x € Q: ©(x) > 0}. Moreover, for £ € N, let ¥, = {x € Q: O(x) > 1/¢}.
Then it also follows from standard results [19, Section 2.10.19] that

1
lim —|T||(B, ) =0
lim IT(Br(x)\ Xe)

for almost every x € X, with respect to H! (and therefore with respect to | 7| as well).
Hence

1
}1\1}(1) ~ITIEB () N Ee) = O(x)

for | T||-almostevery x € X;. The results of Preiss [34] now imply that the measure || 7| L X
is countably 1-rectifiable. Hence X is a countably 1-rectifiable set.
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Given xo € X, we now consider tangent measures of | 7| at xo. To this end, define
Q= %(Q — xp) for » > 0. Consider the measures A, on €2, defined by

1
/ 77d?»r=*/77(()6—xo)/r)dIITII(X)
Q rJe

forn € Cg(Qr), and consider the functions T"r: Q, — RNX" with
f,(x) = f(rx + xp).

Then for any R > 0,
1
A (Br(0)) = ;”T”(BRr(xO)) — RO(x),

while |f}| = 1 almost everywhere with respect to A,. We may therefore pick a sequence
r¢ ¢ 0 such that the measure-function pairs (A, Trl) converge weakly to some measure-
function pair (1, Tg) over R”. If xo is such that ¥ has an approximate tangentline L, € R" at
xo (whichis || T'||-almost everywhere [37, Theorem 11.6]) and T is approximately continuous
at xo with respect to || T|| (also || T ||-almost everywhere [19, Theorem 2.9.13]), then the limit
will be locally strong and of the form

1
Ao = E@(xo)H‘ L Ly, (30)
and _ .
To(0) = T (x0). 3D
Now suppose that0 < S < R. Let ¢ € Cg(BR(O)\BS(O); RN>7) such that x - & (x) = 0
everywhere fork = 1, ..., N. Then we conclude that

/ e s T2 dho
RYI

= Jim [ e 2 dhn o
Rn

{—00

. 1 = 2
= lim [ p—xol ™ (s —x0)/r) : T @) dITI)
Q

— 00

1 — [ 2250 7 ()2
I | d||IT| (x)
Brry (x0)\Bsy, (x0) lx — xol

IA

2 .
ooy 1IM
16 Wy lim

1 1
2 .
= 181y Jim (RfrZIITII(BRr@(Xo)) - STZIITII(BSQ(XO))>

by Lemma 22. As

lim W IBrr, (x0)) O (xp) = 1T (Bsr, (xO)’

{—00 Rry Sry

we conclude that
e s T dr =0
R}’l

for any ¢ with the above properties. If xq is such that (30) and (31) hold true, then this means
that 7y (xo) € Ly, fork =1, ..., N.Recall that this is true for || 7 ||-almost every xo € X.

@ Springer



Minimisers of supremal functionals... Page290f30 26

Now the claims of the theorem follow almost immediately. We have already seen that || T ||
is absolutely continuous with respect to 7'. For a set A as in the statement, we conclude
that | 7||(A \ ) = 0 [19, Section 2.10.19], so we may assume that A € . The remaining
statements then follow from what we know about X. O

Acknowledgements We wish to thank A. Backus for his comments on a previous version of this paper.

Funding This work was partially supported by the Engineering and Physical Sciences Research Council (grant
numbers EP/X017109/1 and EP/X017206/1).

Data availibility Data sharing is not applicable to this article as no datasets were generated or analysed during
the current study.

Declarations

Conflict of interest The authors declare that they have no conflict of interest.
Ethics approval Ethics approval was not required for this study.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

—_

Allard, W.K.: On the first variation of a varifold. Ann. Math. 95, 417-491 (1972)

2. Aronsson, G.: Minimization problems for the functional sup, F(x, f(x), f'(x)). Ark. Mat. 6, 33-53
(1965)

3. Aronsson, G.: Minimization problems for the functional supxF(x, f(x), f’(x)). (Il). Ark. Mat. 6(4-5),
409-431 (1966). https://doi.org/10.1007/BF02590964

4. Aronsson, G.: Extension of functions satisfying Lipschitz conditions. Ark. Mat. 6, 551-561 (1967)

5. Aronsson, G.: On the partial differential equation u%um + 2uxuyuyxy + u%uyy = 0. Ark. Mat. 7(1968),
395-425 (1968)

6. Aronsson, G.: On certain singular solutions of the partial differential equation u% Uyx + 2uxuyuyy +

u%,uyy = 0. Manuscripta Math. 47, 133-151 (1984)
7. Backus,A.: An oo-Laplacian for differential forms, and calibrated laminations, (2024). arXiv:2404.02215
[math.AP]
8. Bhattacharya,T., DiBenedetto,E., Manfredi,J.: Limits as p — 0o of A pip = f and related extremal
problems, 1989, Some topics in nonlinear PDEs (Turin, 1989), pp. 15-68 (1991)
9. Brizzi,C.: On functions with given boundary data and convex constraints on the gradient, (2022).
arXiv:2209.01462 [math.AP]
10. Brizzi, C., De Pascale, L.: A property of absolute minimizers in L calculus of variations and of solutions
of the Aronsson-Euler equation. Adv. Differ. Equ. 28, 287-310 (2023)
11. Bungert, L., Korolev, Y.: Eigenvalue problems in L°°: optimality conditions, duality, and relations with
optimal transport. Comm. Amer. Math. Soc. 2, 345-373 (2022)
12. Champion, T., De Pascale, L., Jimenez, C.: The co-eigenvalue problem and a problem of optimal trans-
portation. Commun. Appl. Anal. 13, 547-565 (2009)
13. Daskalopoulos,G., Uhlenbeck,K.: Transverse measures and best Lipschitz and least gradient maps, (2022).
arXiv:2010.06551 [math.DG]

@ Springer


http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/BF02590964
http://arxiv.org/abs/2404.02215
http://arxiv.org/abs/2209.01462
http://arxiv.org/abs/2010.06551

26

Page 30 of 30 N. Katzourakis,R. Moser

19.
20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

35.

36.

37.

38.

39.

Dong, H., Peng, F., Zhang, Y.R.-Y., Zhou, Y.: Jacobian determinants for nonlinear gradient of planar
oo-harmonic functions and applications. J. Reine Angew. Math. 812, 59-98 (2024)

. Evans, L.C.: Three singular variational problems. In: Viscosity Solutions of Differential Equations and

Related Topics, vol. 1323. Research Institute for the Matematical Sciences, RIMS Kokyuroku (2003)

. Evans, L.C., Savin, O.: C La regularity for infinity harmonic functions in two dimensions. Calc. Var.

Partial Differ. Equ. 32, 325-347 (2008)

Evans, L.C., Smart, C.K.: Everywhere differentiability of infinity harmonic functions. Calc. Var. Partial
Differ. Equ. 42, 289-299 (2011)

Evans, L.C., Yu, Y.: Various properties of solutions of the infinity-Laplacian equation. Comm. Partial
Differ. Equ. 30, 1401-1428 (2005)

Federer, H.: Geometric measure theory. Springer, New York (1969)

Hutchinson, J.E.: Second fundamental form for varifolds and the existence of surfaces minimising cur-
vature. Indiana Univ. Math. J. 35, 45-71 (1986)

Jensen, R.: Uniqueness of Lipschitz extensions: minimizing the sup norm of the gradient. Arch. Rational
Mech. Anal. 123, 51-74 (1993)

Katzourakis, N.: L variational problems for maps and the Aronsson PDE system. J. Differ. Equ. 253,
2123-2139 (2012)

Katzourakis, N.: Explicit 2D oo-harmonic maps whose interfaces have junctions and corners. C. R. Math.
Acad. Sci. Paris 351, 677-680 (2013)

Katzourakis, N.: co-minimal submanifolds. Proc. Amer. Math. Soc. 142, 2797-2811 (2014)
Katzourakis, N.: On the structure of co-harmonic maps. Comm. Partial Differ. Equ. 39,2091-2124 (2014)
Katzourakis, N.: Nonuniqueness in vector-valued calculus of variations in L® and some linear elliptic
systems. Commun. Pure Appl. Anal. 14, 313-327 (2015)

Katzourakis,N.: A characterisation of oo-harmonic and p-harmonic maps via affine variations in L,
Electron. J. Differ. Equ. (2017)

Katzourakis, N.: Generalised vectorial co-eigenvalue nonlinear problems for L functionals. Nonlinear
Anal. 219, 112806 (2022)

Katzourakis,N., Moser,R.: Variational problems in L involving semilinear second order differential
operators, (2023). arXiv:2303.15982 [math.AP]

Koch, H., Zhang, Y.R.-Y., Zhou, Y.: An asymptotic sharp Sobolev regularity for planar infinity harmonic
functions. J. Math. Pures Appl. 132, 457-482 (2019)

Kristensen, J., Mingione, G.: Boundary regularity in variational problems. Arch. Ration. Mech. Anal.
198, 369-455 (2010)

Mattila, P.: Geometry of Sets and Measures in Euclidean Spaces: Fractals and Rectifiability. Cambridge
University Press (1995). https://doi.org/10.1017/CB0O9780511623813

Mattila, P., Moran, M., Rey, J.-M.: Dimension of a measure. Studia Math. 142, 219-233 (2000)

Preiss, D.: Geometry of measures in R”: distribution, rectifiability, and densities. Ann. Math. 125(3),
537-643 (1987)

Savin, O.: C! regularity for infinity harmonic functions in two dimensions. Arch. Ration. Mech. Anal.
176(3), 351-361 (2005)

Sheffield, S., Smart, C.K.: Vector-valued optimal Lipschitz extensions. Comm. Pure Appl. Math. 65,
128-154 (2012)

Simon, L.: Lectures on geometric measure theory. Australian National University Centre for Mathematical
Analysis, Canberra (1983)

Thurston,W. P.: Minimal stretch maps between hyperbolic surfaces,(1998). arXiv:math/9801039
[math.GT]

Uhlenbeck, K.: Regularity for a class of non-linear elliptic systems. Acta Math. 138, 219-240 (1977)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer


http://arxiv.org/abs/2303.15982
https://doi.org/10.1017/CBO9780511623813
http://arxiv.org/abs/math.GT/9801039

	Minimisers of supremal functionals and mass-minimising 1-currents
	Abstract
	1 Introduction
	2 Currents and what they say about Einfty
	3 Measure-function pairs and Lp-approximation
	4 Interesting boundary data
	5 Key estimates
	6 Combining the tools
	7 The structure of T
	Acknowledgements
	References




