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Abstract: This study introduces a deep self-organizing map neural network based on level-set (LS-
SOM) for the customization of a shoe-last defined from plantar pressure imaging data. To alleviate the
over-segmentation problem of images, which refers to segmenting images into more subcomponents,
a domain-based segmentation model of plantar pressure images was constructed. The domain growth
algorithm was subsequently modified by optimizing its parameters. A SOM with 10, 15, 20, and 30
hidden layers was compared and validated according to domain growth characteristics by using
merging and splitting algorithms. Furthermore, we incorporated a level set segmentation method into
the plantar pressure image algorithm to enhance its efficiency. Compared to the literature, this proposed
method has significantly improved pixel accuracy, average cross-combination ratio, frequency-
weighted cross-combination ratio, and boundary F1 index comparison. Using the proposed methods,
shoe lasts can be designed optimally, and wearing comfort is enhanced, particularly for people with
high blood pressure.

Keywords: Deep neural network, level set, region growth plantar pressure imaging, self-organizing map,
shoe-last optimal design.

1 Introduction

There are several problems with the analysis and exploitation of plantar pressure imaging data, including a single
processing method, incomplete information acquisition, and a weak model for processing the data, even though
plantar pressure imaging analysis methods are only being studied to design optimal shoe lasts. By using imagery
generated from plantar pressure data, the work presented in this paper aims to improve the extraction method
for key regions related to the formation of comfortable shoes. In the field, the critical issue is to develop a
segmentation model that is more accurate using intelligent information processing. To optimize the shoe's last
design, segmentation efficiency evaluation is used to obtain accurate area division, extract the features required
for the optimal design, and provide data services. Over the past decade, technology has developed rapidly for
detecting and analyzing pressure gait on plantar with improved measurement indicators. Besides sports, clinical
medicine and rehabilitation medicine also use it widely. Acupuncture and targeted rehabilitation training pro-
grams were studied. Scholars introduced a method for detecting and evaluating lower extremity injuries based
on the characteristics of plantar pressure distribution (Pereira et al. 2021 and Gao et al. 2016). By using the
image features of pressure-sensitive imaging to achieve the segmentation of key areas, the design of the bottom
surface of a comfortable shoe last can be optimized based on key point data of plantar pressure. Pressure-sensi-
tive imaging poses the challenge of selecting an efficient segmentation method based on its inherent character-
istics. Preprocessing, feature definition, selection of plantar pressure imaging, parameter adjustment, and opti-
mization of learning algorithms are involved. Following is the organization of the remaining chapters. In chapter
II, we present the relevant literature. In chapter III the modeling of a level-set-based self-organizing mapping
neural network, including domain growth segmentation, and how it is combined with the SOM network. Chapter
IV includes the experiment design, acquisition and processing of data, and a comparison of results. Finally,
conclusions are provided in chapter V.

2 Literature Review

It is important to build a solid link between image processing and image content understanding through image
segmentation. Image segmentation methods based on threshold theory, pixel area, pixel edge, and a specific theory,
among others, are the main approaches. With the development of artificial intelligence technology, image segmen-
tation technology has gradually occupied a very important position in many methods of image dimensionality



reduction (Li et al. 2021). Aguiar et al. (Aguiar et al. 2019) improved the segmentation algorithm of a class of
images using cross-entropy combined with meta learning methods and achieved good results. Image segmentation
combined with some current specific theories and methods has made significant progress, such as the level set
variational model (LBF) proposed (Liu et al.2019). In addition, the combination of artificial neural network (ANN),
convolutional neural network (CNN), and multi-feature combination methods, Laplacian operator and Canny op-
erator are also very useful in the study of image segmentation. It is generally believed that general image segmen-
tation models and algorithms can be applied to plantar pressure images. In terms of feature selection, the texture of
an image is currently considered to be a common and applicable feature (Patel et al. 2023 and DiMattina 2022).
Due to their capabilities in distributed information storage, parallel processing, and self-learning, ANNs have also
been widely used in pattern recognition, smart control, and system modeling. Wu (Wu et al. 2018) used CNN to
combine residual learning and densely connected network to make more full use of the features of each layer and
shorten the path between low-level feature maps to high-level feature maps by adding short connections, thereby
efficient segmentation of retinal blood vessel images is achieved.

This study proposes a high-efficiency semantic segmentation model for images. Image segmentation algorithms
based on deep learning outperform traditional image segmentation algorithms in terms of performance and effec-
tiveness (Chouhan et al. 2018). Wang (Wang et al. 2019) explains how to select a neural network model, how to set
key training parameters, and how to imp=rove its effectiveness; no specific deep learning technique has been de-
veloped for plantar pressure imaging. Also, it is challenging to label the functional area of plantar pressure, identify
the clusters of plantar area, and segment the functional area pressure image accurately. Based on the image domain,
deep learning algorithms for segmentation include RefineNet, PSPNet, and ResNet. Visual geometry group, a deep
learning algorithm for engineering algorithms has also been included (Kemker et al. 2018, Hofbauer et al. 2019 and
Zhang et al. 2019). VGG-Net is a platform for developing deep convolutional neural networks. In VGG-Net, the
relationship between neural network depth and performance is investigated. A 16-19-layer deep CNN can be con-
structed with VGGNet by repeatedly stacking small convolution kernels of 3x3 and max-pooling layers of 2x2.
VGG-Net has a lower error rate than the previous State-of-the-Art network structure. VGG-Net employs all 3x3
small convolution kernels and all 2x2 maximum pooling kernels (Dhomne et al. 2018 and Chavan et al. 2018). To
overcome the time-consuming and computational complexity of ANNs. Babu et al. (Babu et al. 2021) predicted
Parkinson's disease (PD) using metacognitive radial basis function networks (McRBFNs). Erkaymaz et al. (Erkay-
maz et al. 2012) presented SW-FFANN, a classification feedback ANN model. In addition, the application of pulse
coupled neural networks in image classification is also a very important reference for this topic.

Kohonen's Self-Organizing Maps (SOM) (Kohonen 2021) simulated the brain's signal processing by using an
unsupervised learning method that emulates clustering and high-dimensional visualization. the initialization of the
competition layer of the SOM will also have an impact on the results (Ali et al. 2019 and Kamal et al. 2017). SOM
learning mimics the function of the human neural network. Self-organizing machine learning can solve problems
in almost all IT fields, so a gigantic artificial intelligence system with functions beyond people's imagination can
be built through infinite self-organizing machine learning (Chang et al. 2014).

We introduce a novel deep self-organizing map neural network, LS-SOM, specifically designed for customizing
shoe lasts using plantar pressure imaging data. To mitigate over-segmentation, we propose a domain-based seg-
mentation model tailored to plantar pressure images. The novelty of the research is,

(1) leverages advanced techniques to address the over-segmentation problem inherent in plantar pressure im-
ages, thereby improving the accuracy and efficiency of segmentation.

(2) Inaddition to the LS-SOM, we incorporate a level-set segmentation method into the plantar pressure image
algorithm to further enhance segmentation efficiency. This integration improves the accuracy and reliability
of the segmentation process, contributing to more precise shoe last designs.

(3) conduct a thorough evaluation of the LS-SOM by comparing models with different numbers of hidden
layers (10, 15, 20, and 30). Through rigorous validation based on domain growth characteristics using merg-
ing and splitting algorithms, we identify the optimal architecture for shoe last customization.

3 Modelling

In this section, our domain-based segmentation model, level-set improved, and deep self-organizing map neural
network is introduced.
3.1 Domain-based Segmentation Model

3.1.1 Domain Value Selection and Region Segmentation
Let a pixel point be (X, y) , its value is f (X,y),and T is a given threshold, then we defined a threshold function

g as follow,:



g(x):{zss f(xy)=T 0

0 f(xy)<T
Where, g (X) is the binary image after threshold operation; the selection of T is difficult and the deviation is large.

The following is an example of an iterative threshold selection method:
Step 1: Given an initial threshold value T .

Step 2: Segment image into two regions of T , R, is the first region, and R; is the second region.
Step 3: Calculate average gray of all pixels in regions of R, and R;, and denoted as x, and p .
Step 4: update the threshold by T" = (1, + 45 )/2, k=12, ...

Step 5: increased K = K +1
Step 6: go to Step 2 until T* <T .
Let Z denote the gray value, and P ( Z) denote the estimated value of the probability density function of the gray

value. Probability density functions represent the gray values of one background, while the second represents the
gray value of the foreground (that is, the object in the image), and the hybrid density function describes the overall
grayscale transformation in the image is defined as,

P(2)=R(2)+P(2) @)
Where, P, and P, are the probability of occurrence of a pixel with value Z in the foreground and background,
respectively, and P, + P, =1. For a given threshold T , the probability of front and background misclassification

is,

E(T)=[" (1-R(2))dz )
Similarly, we have that,

E(T)=] (1-P(2))dz )
Then the total error rate is,

E(T):P1E1(T)+P2E2(T) (%)

Where E1 , and E2 are errors on T. If the normal distribution is theoretically satisfied, that is, the Gaussian distri-

bution, we can define P (Z) as,

P(z)=—==e " (i=12) (6)

Where, t4 isthe mean, O is standard deviation. € is Euler’s number. When o’ = O'iz , then, we have that,
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IfP, =R, then T can be simplified by,

+
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Varying gray levels are a representation of this difference. In this algorithm, the principle of least squares' method
of decision analysis is applied. Let the pixel with grayscale i in the image be n, ; L is the pixel depth and most

often 256; the grayscale range is [O, L —l] , then total number of pixelsis N = H XW | where H is the hight o

of the image, W is the width of the image ; each gray level probability is P =n, /N , and subject to f P =1.By
i=1

using threshold T , the grayscale of image can be segmented into regions of [0,T —1] and [T —1,L—1], denoted

as C, and C, separately, then the probabilities are P TZi P and P P . Average grayscales are

i=0 i=T-1

,_
N

[
4



ty=u(T)/P, and g = (T )/P,, then maximum between-class variance in two regions is given by,

o' =R (1o~ 1) ©)
Therefore, let T take values in sequence in the range of [0, L —l] , the T value with the largest o is the best

region segmentation threshold. This method can not only be used for the selection of a single threshold containing
two regions, but also for the selection and calculation of multiple thresholds in multiple regions.

3.1.2 Region Growth Algorithm

To identify the boundary between regions, graph-cutting techniques primarily use discontinuities in grayscale or
color attributes. The region growth algorithm plays a vital role in the domain-based segmentation model; Patel RK
introduced a maximal stable extremal region method using machine learning (Patel et al. 2023). Segmentation and
merging of regions involve dividing an image into uniform regions. The entire image will be our starting point. As
a result, splitting the image becomes straightforward. Determine which areas require processing, i.e., non-uniform
areas. The homogeneous regions are placed in the regions list instead of the processing list when they are removed
from it. Growing a region (merging) from one pixel is the only way to grow (merge). Region-growing algorithms
are based on image pixels, which can be divided into four and eight connections, respectively. Here we adopted
four connections (areas). The algorithm is described as follows:

Step 1: For any region C, ,if P (Ci ) =0, then split each area into four connected quadrant areas.
Step 2: Combine any two regions of j ,k ,P (Ci U C, ) =1.

Step 3: Stop the operation when aggregation or splitting is not possible.

3.2 Lebel-set based Segmentation

Osher and Sethian first proposed the level set method in 1988. Let Q be the bounded open set in R*; u, is the

0
image mapping Q —>R; C (s) is curve mapping from [0,1] — R?; w isopensetin Q , C is the edge denoted
by Ow . Image u, is consisted of two regions, values of all pixels in region 1 are uf) , and ug for region 2. The
contour of region 1 can be found from (Kimmel 2024):
F(C)= .[insme(c)|u0(x, y)-c, Fdxdy+ [ Jus(xy)-c, [ dxdy (10)
outside(C)

Where, ¢, and c, are average value of inner and outer pixels of curve C individually; it can be seen that the curve
C that minimizes the energy function value is the contour of the desired region 1, and the energy value is 0.
inside(C) is the inside area of curve C and outside(C) is the outside area of curve C. This model is the

energy function above, plus regular terms such as the length of the curve and the area of the area within the curve,
as:
F(C) = uLen(C)+VArea(cinside(C))+ 4 j' [ug (x,y)—c, [* dxdy + 4, f lug (x,y)—c, [ dxdy
inside(C) outside(C)
(11)
Where, #20 ,v>0, 4, 4,>0. Len(~) is the length of the curve. Although formally this function can be

written as F (c,,c,,C), Butsince ¢, and ¢, are also functions of C , they can be written directly as F (C), as

presented by Li and Li (Li et al 2018). Mumford-Shah functions are used to segment images based on optimality
criteria. A piecewise smooth function is used to model the image. During the function, the model distance from the
input image, the model's smoothness within the subregion, and the subregion boundary length are penalized. The
best segmentation can then be calculated by minimizing the function. Curves are represented by level-set functions.
For how to solve the minimum value problem of the Mumford-Shah function, the energy function of the curve C

above can be written as the energy function of the level set function ¢ , and then the level set function can be

solved. To replace the curve C in Eqn. (11) with ¢ , two functions, abbreviated as H function and J function,

H(z):{l 220 12

need to be introduced as:

0z<0

Derivation on H, we have that,



5 (2)=—H(2) (13)

Rewriting Eqn. (11) as:
F(c.c,.¢)= yjé(qﬁ(x, y))|V¢(x,y)|dxdy+vJ‘H (¢(x,y))dxdy+ﬂlj‘|u0(x, y)—c, [> H(g(x,y))dxdy

+12J'| Uy (%, ¥)=¢, [ (1-H (4(x, y)))dxdy

(14)
Where, ¢, andc, are:
¢, (¢) =average(u, |u, € {¢ > 0}) (15)
¢, (¢) =average(u, |u, € {¢ <0}) (16)
And continuously, we have that,
0 . (V
a—’f:&g {y.dlv[ﬁj—v—ﬂj(uo —¢,)" + 4, (ug —cz)z} =0 (17)

: 5,(4)-09 - -
Where, #(0,%,y)=¢,(x,y) in Q, W =00n oQ, A is outer normal of edge 0Q, & function’s
n

subscript changed from 0 to & . Re-defined H and J in the Euler-Lagrange formula, we have that,

(1+ Earctan [Zn
H - T &

‘ 2

(18)

e 1
o, =H_ =—
‘ C ot +é
While & — 0, respectively converge to H and &, , &, basically everywhere 0, and the Euler-Lagrange equation

(19)

above cannot be solved. And now the support set of &, is the entire real number set R , so no matter what the

shape of the initial curve is, the global optimal solution can be obtained; in addition, the inner contour can be
detected. Here, an iterative method can be used to solve the above partial differential equation. First, the partial
differential equation is discretized. Then, the iterative form of the level set function ¢ can be obtained by,

¢im1 - ¢IT
At
The algorithm consists of five steps as follows,
Step 1: Random initialization ¢° =¢,, n=0
Step 2: Calculate ¢, and ¢, by formula (15) and (16);

= 5, (4 )[u-curvature; —v— 4, (uy; —cl)2 + 2, (Ug; =€, )2] (20)

n+l |

Step 3: Solve according to iterative formula (20) ¢"" ;

Step 4: Reinitialize ¢ ;

Step 5: Check if convergence, if yes, STOP; otherwise, go back to Step 2
3.3 Self-Organized Map Networks
3.3.1 Basic Modelling

There are two layers in the SOM. The input layer neurons can receive external information from the output layer
neurons through weight vectors. Matching degree is calculated by the input layer. A layer's input data dimension
depends on the number of neurons. K is the number of neurons in the output layer. Those neurons with a high
matching degree (short distance) are determined to win, while those with a low matching degree (greater distance)
are discarded. Weight vectors of winning neurons and neurons in their neighborhood are updated to be closer to
pattern vectors. Learning map-ping of the SOM neural network involves two components: selecting the best-match-
ing neurons and updating the weight vector. SOM neural networks are described (Aly et al. 2020).

Step 1: Find the number of clustering categories, that is, the dimension of the category vector, with a constant
greater than zero as the error threshold.



Step 2: Specify the input model as,

X:{X1'X2'”"Xn} (21)
Step 3: Determine the distance between each vector of output neuron weights and the input pattern vector,
1 2
dj=> (% —wy) (22)

i-1
Where, i=1,2,---,n,j=12,---,m
Step 4: Select the neuron with the smallest distance,

djimin = j:rpzi,n--,n{dj} (23)
Step S: Update the neighborhood neuron weight vector of the winning neuron by,
sw; =7 ()X - w, ) 24

Where, N; € NE; ) (t)’i =12,--,n
Step 6: Ensure that the neighborhood size and learning rate of the winner are updated. Then go to Step 2.

3.3.2 Level-set based Deep SOM Neural Networks
Unsupervised C-V Modelling
The energy function E(C) of the C-V model can be expressed as:

E(C)=u-len(C)+v-area(in(C))+ 31_[ ey (1(X) —Cl)2 dx + /12_[ sag(c) (1 (X)=C, )2 dx (25)
Where, C is the foreground target contour. | (X) € R is the gray value at the pixel X point. &> 0 is the smooth-
ness of the regular parameter control curve. v > 0 is another foreground area with a large penalty for the regular
parameter; For (C) and Bag(C) represent the foreground and background regions, respectively, and their mean

values are C, and C, respectively, and the control parameters of their energy terms are 4, and A, , respectively.

If the variational level set form is used in Eqn. (25) becomes:

0
6—f=5€(¢)[ﬂk—v—zl(|—c1)2+/12(|—cz)2} (26)
Where, ¢ is the level-set function; J, (¢) is the Dirac function; k is the curvature of the curve. We have that,
1 ¢
1) =— 27
(9)=—— 7 27

The parameter € can control the effective width of o, (¢) . The initial value ¢° of the level set is:

9= (28)

0 a, foreground
—a, background

Parameter « satisfies aa~2¢ . If Q is the entire image area, the curve C can be expressed as
C= {X eQ:p(x)= 0} , then we have the foreground and background For(C)= {X eQ:g(x)> 0} and

Bag(C) = {x e Q:¢(x) <0} .

Kernel Self-organizing Mapping with Supervised C-V Modelling

The SOM can represent the topological map structure of the input pattern, that is, the spatial position coordinates
of the network neurons are used to represent the intrinsic statistical features contained in the input pattern. Since
the self-organizing map has two limitations, the lack of estimation accuracy and the lack of optimal objective func-

tion, a kernel-based self-organizing map (KSOM) can improve the topology map structure. Consider a grid P
consisting of | neurons characterized by the corresponding set of kernels: K (X, @,,0, ) and the objective function
is defined on the output of the | -th neuron:

yi=k(X,ZUi,O'i), i=12,--1 (29)

Then, the winner neuron is defined by,



i(x)=argmax; y;(x),jeP (30)
Same as SOM, the neighborhood function h; ; (X) is the monotonically decreasing function of the grid distance
from the winner neuron i (X) ,and r, is the neighborhood function h; (X) range:

Jieif
2
hj(x)=e 31
The input of scalar image is one-dimensional pixel gray space, and the output is the weight vector of neurons.
After inputting the foreground prior image, the value @, of the foreground image neuron can be obtained after

training. After inputting the background prior image, the value @, of the background image neuron can be ob-

tained. The use of this prior enables automatic segmentation of foreground objects by guiding the curve in the level
set section. The test image will get a foreground contour C at each iteration, and the mapping value of each pixel

X in the foreground is the winning neuron in @, .

x=y)I d
Ty (X,C) =@, ; [argmin, wFDr’j—J.F”(C)g"( ) yH (32)
JFor(C)gU(X_y)dy H
x=y)l d
Doy (X,C) =14, ;[argmin, mBagvj—J-Bag(c)ga( Ne) yH (33)
J‘Bag(c)gn(xfy)dy H
And combined with level-set, we have that,
o¢
E = 53 (¢)|:ﬂk _V_ﬂleFor + j’zeBag] (34)

2

Where, el (X) =@, (x,C)_, (x.C)=(xC)" and eg (x,.C)=(1(X)- @4, (x.C))

4 Results and Discussion

4.1 Data Acquisition

A test subject can be managed by the Foot-scan software of the RS-scan plantar pressure data acquisition system.
In addition to measuring plantar division, pressure, or pressure, the system can also assess diabetic foot ulcer risk.
Indicators include load change rate, plantar length, and width, the direct contact area of the sole, lateral angle of the
foot, midline axis of the foot, time trajectory, stability analysis, etc. Customized correction plans are available, as
well as batch data export and specific format output functions. In addition to a general version, there are versions
for specific application areas as well (Li et al 2019). Fig. 1 shows the scan process in 3D mode.




c d
Fig. 1. Dynamic process of plantar pressure; (a) M(a)zimum contact state, (b) The state(w)hen the front foot is raised, (c) Heel lift state,
and (d) Front toe contact state.

4.2 Results

Several plantar pressure images were selected from many data sets to illustrate the segmentation effect as can be
seen in Fig. 2. Data from a few image sets were selected to simplify the calculation. The first step is to use the
segNet platform to process the image (Al-masni et al. 2018). The original image sets are all left foot experiments
and are shaped into pulse images in jpg format. Import the split label as shown in Fig. 3 (HL-Heel Lateral, HM-
Heel Medial, MF-Mid Foot, Mx-Metatarsal x, and T1-Hallux). Some operating states are shown in TABLE L.
Among them, the minimum batch method is a relatively common method, which refers to training only a part of
the data set at a time, rather than the entire training set. This can make hardware devices that occupy a small memory
footprint and cannot train the entire data set at the same time. The model can be trained. To show the efficiency of
the algorithm, a comparative study is carried out. At the same time, using the level set and the seed region growing
method to perform segmentation experiments, as shown in Fig. 4 and Fig. 5. Fig. 6 is the optimized result using the
level set. A comparison is made with the neural net for traditional pattern recognition illustrated in Fig. 7. The results
are shown in Fig. 8. The results for 10, 15, 20, 30 layers SOM are presented in Fig. 9 and Fig. 10. As a result, we
increase the number of inputs to 21 with SOM combing with hidden layers of 30 layers and 2000 samples for
training. Fig. 11 shows the network structure, and Fig. 12 shows the performance matrix. This network performs
best at 24/100 of epochs when the cross-entropy value is lowest. In addition, the ROC curve and fusion matrix
evaluated the effectiveness of the proposed network, which has a 99.3% accuracy of classification.

@ (b) © (d
Fig.2. Original image set; (a) Left foot middle state 1, (b) Left foot middle state 2, (c) Left foot middle state 3, (d) Left foot middle state
4.

TABLE I Platform Parameters for SegNet Training

Multi-batch ~ Mini-batch Learning

Iteration Processing time
accuracy loss rate
1 00:00:23 25.23% 0.6544 0.0010
10 00:01:15 32.12% 0.7845 0.0010
15 00:01:35 38.17% 0.8081 0.0010

20 00:01:24 49.24% 0.8159 0.0010




Fig. 3. Plantar pressure imaging segmentation label
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Fig. 4. Level set segmentation and effect; (a) Function for initializing levels (b) after 200 iterations (c) the segmenting on plantar imag-

@ (b) (© (d)
Fig. 5. Stepwise optimized single-seed region growing segmentation method; (a) initializing levels (b) after 40 iterations (c) after 120
iterations (d) after 200 iterations

FB S | S | O
6‘ r"\( f\f (0’

(a) (b) (© (d)
Fig. 6. Region growing based Level-Set; (a) initializing levels (b) Training state after 40 iterations (c) Training state after 100 iterations
(d) Optimized segmentation result.

Input SOM Layer Output Layer Output

1{0,3} o{0,2

30%x30 3
Fig. 7. The structure of SOM network with classification output network.



SOM Neighbor Weight Distances

Fig. 8. SOM training results; (a) Input weights, (b) Distance between SOM neighbors and the hits display, (c) Positions of SOM
weights.

10 15 20 25 30

o 5
Fig. 9. With networks of classification outputs on hits, layers of SOM.



o 5 10 15 20 2 30

Fig. 10. The connections in different layers of SOM.

Input SOM Layer Output Layer Output
1{0,20} — e 0{0,2}
b b
21 30%30 3 3

Fig.11. Output classification neural networks as part of the SOM layer.
4.3 Comparison Analysis

For different segmentation algorithms, the pixel accuracy, frequency-weight cross-combination ratio, over-segmen-
tation rate and other indicators can used for comparative research. TABLE II shows the processing time consumed,
mini-batch accuracy, mini-batch loss and learning rate of the proposed methos. TABLE III presents the performance
of the algorithms of the proposed segmentation method by comparing to other deep learning methods.

Training Confusion Matrix Validation Confusion Matrix 1 Training ROC ; Validation ROC
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Best Validation Performance is 0.0011506 at epoch 24

Train
= Validation
— Test
s Best

Cross-Entropy (crossentropy)
=]

107

30 Epochs

(©)
Fig. 12. An evaluation of the proposed neural networks for the classification of plantar pressure datasets; (a) classification confusion
matrix, (b) training ROC, (c) the performance of the proposed network.

TABLE II Region-based Level Set Segmentation for Plantar Pressure Image Dataset

Tteration  Processing time ~ Multi-batch accuracy ~ Mini-batch loss ~ Learning rate

1 00:00:05 42.12% 0.4536 0.0010
10 00:00:42 47.34% 0.4844 0.0010
15 00:01:12 54.55% 0.5677 0.0010
20 00:01:45 73.23% 0.6899 0.0010
TABLE 111 Evaluation Indicators and Effects of Plantar Pressure Imaging Segmentation on Various Network Platforms
Methods PA MPA MIoU  FWIoU F1
Distance regularization level set (Zou et al. 2022) 0.701 0.721 0.625 0.795 0.475
Single seed region Growth Segmentation (Marosan 0.712 0.725 0.709 0.725 0.582
etal. 2021)
Single segNet segmentation (Mythili et al. 2022) 0.783 0.772 0.685 0.785 0.523
LS-SOM neural network (proposed work) 0.811 0.802 0.611 0.786 0.620

PA-Pixel Precision; MPA- Mean Pixel Accuracy; MIoU-Mean Intersection over Union; FWIoU- Frequency Weight Intersection over
Union

5 Conclusions

Segmentation of the plantar pressure image is crucial to feature extraction and key interest region extraction from
the plantar pressure image set. A support point set will be formed for the optimized shoe-last surface based on the
extraction of these critical regions. Using segmentation research on plantar pressure image set region growth, this
study investigates the effectiveness of region-based level set segmentation. Data processing and analysis combined
with the characteristics of artificial intelligence have gradually created a unique scientific system with the develop-
ment of artificial intelligence and computer application technology, and new processing technologies, methods, and
research directions have emerged as a result. Not only is traditional image processing technology complex, but it
also has large application limitations and poor stability. Feature calculation and extraction algorithms are also sub-
ject to the weakness of combining diversity with classifiers. With the development of deep learning technology and
deep neural networks, image segmentation has become more refined.

This study proposes a novel method for customizing shoe lasts using LS-SOM neural networks and do-
main-based segmentation models. This can lead to more accurate and personalized shoe design, improving
wearer comfort and foot health. The optimization of shoe last design based on plantar pressure imaging
data may improve wearing comfort and alleviate foot related issues, especially for people with hyperten-
sion and other diseases. This may help improve foot health outcomes and overall quality of life. For future
work, foot pressure imaging data collection may be challenging and may require specialized equipment
and protocols. The limited availability of high-quality data may hinder the universality and scalability of
the proposed method. Although this study validated the proposed method using quantitative indicators,



further validation may be needed in real-world environments such as clinical trials or user studies to eval-
uate its effectiveness in practical applications. This may involve evaluating the impact of customized shoe
lasts on wearer comfort, gait dynamics, and foot health outcomes.
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