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Abstract Large ensembles of model simulations are frequently used to reduce the impact of internal
variability when evaluating climate models and assessing climate change induced trends. However, the optimal
number of ensemble members required to distinguish model biases and climate change signals from internal
variability varies across models and metrics. Here we analyze the mean, variance and skewness of precipitation
and sea surface temperature in the eastern equatorial Pacific region often used to describe the El Niño–Southern
Oscillation (ENSO), obtained from large ensembles of Coupled model intercomparison project phase 6 climate
simulations. Leveraging established statistical theory, we develop and assess equations to estimate, a priori, the
ensemble size or simulation length required to limit sampling‐based uncertainties in ENSO statistics to within a
desired tolerance. Our results confirm that the uncertainty of these statistics decreases with the square root of the
time series length and/or ensemble size. Moreover, we demonstrate that uncertainties of these statistics are
generally comparable when computed using either pre‐industrial control or historical runs. This suggests that
pre‐industrial runs can sometimes be used to estimate the expected uncertainty of statistics computed from an
existing historical member or ensemble, and the number of simulation years (run duration and/or ensemble size)
required to adequately characterize the statistic. This advance allows us to use existing simulations (e.g., control
runs that are performed during model development) to design ensembles that can sufficiently limit diagnostic
uncertainties arising from simulated internal variability. These results may well be applicable to variables and
regions beyond ENSO.

Plain Language Summary Earth's climate naturally fluctuates on intraseasonal to interdecadal
timescales, confounding the evaluation of climate models and the detection of trends linked to climate change.
To tackle this challenge, scientists produce ensembles of simulations with identical external forcings (e.g.,
volcanic eruptions, greenhouse gas emissions) but plausibly different initial conditions. In this study, we
analyze how these ensembles can be used to reduce the uncertainty of the simulated climate, to help guide the
design of future ensembles and optimize the use of available computing resources.

1. Introduction
The El Niño–Southern Oscillation (ENSO) is the largest source of interannual climate variability on the planet
(see McPhaden et al., 2020 for a review), affecting the global atmospheric circulation (Taschetto et al., 2020),
severe weather (Goddard & Gershunov, 2020), wildfire activity (Chen et al., 2017), agriculture (Anderson
et al., 2018), fisheries (Bertrand et al., 2020), and economic activity (Cashin et al., 2017). ENSO is characterized
by a recurring climate pattern involving a warming (El Niño) or a cooling (La Niña) of the sea surface temperature
(SST) in the central and eastern tropical Pacific Ocean. The pattern shifts back and forth irregularly every two to
seven years, with SST anomalies (SSTA) typically between 1°C and 3°C (Kestin et al., 1998).

Climate models are a primary tool for improving our understanding of Earth's past, present and future climate.
Knowing how well climate models represent key aspects of the historical climate, and in particular ENSO
variability, is critical for both further model development and to build trust in the model's ability to simulate past
and future climate. Multiple phases of the Coupled Model Intercomparison Project (CMIP; Eyring et al., 2016;
Meehl et al., 2000, 2007; Taylor et al., 2012) have enabled the benchmarking of climate models performance
across development cycles, as well as identifying the relative strengths and weaknesses of each model. ENSO has
been particularly scrutinized from one phase of the project to another (AchutaRao & Sperber, 2006; Bellenger
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et al., 2014; Planton et al., 2021), highlighting, for example, a reduction of mean state biases and an improvement
of the representation of ENSO variability.

Earth's climate naturally fluctuates on intraseasonal to interdecadal timescales (hereafter “internal variability”),
which reduces our ability to detect projected ENSO changes with global warming (e.g., Maher et al., 2018; Ng
et al., 2021; Wittenberg, 2009; Zheng et al., 2018) as well as robustly evaluating model performance (J. Lee
et al., 2021). The use of model ensembles (each ensemble is created by starting simulations using a given model
configuration from different initial conditions) is an established approach to identify the impact of internal
variability on model characteristics and projections (e.g., Deser et al., 2020).

Due to the computational expense of running ensembles, modeling centers contributing to CMIP typically
produce a limited number of ensemble simulations (i.e., fewer than 10 members). However, several studies
indicate that 30 to 50 members may be required to robustly characterize ensemble mean decadal‐scale trends of
SST variance (Maher et al., 2018; Milinski et al., 2020; J. Lee et al., 2021). These 3 papers reached their con-
clusions by analyzing several very large ensembles and randomly selecting members of an ensemble to indicate
how many members are required to obtain a given confidence interval on the ensemble mean. This random
selection‐based method is sophisticated but limited by the existing ensemble. In addition, it is somewhat
complicated for those who simply need to estimate the Required Ensemble Size (RES) for a given expected
uncertainty.

The epoch length used to perform an analysis is of utmost importance. Indeed, Cai et al. (2022) demonstrate that
the lack of consensus about whether ENSO amplitude will increase with climate change in the Intergovernmental
Panel on Climate Change Sixth Assessment Report (IPCC AR6; J.‐Y. Lee et al., 2021) can be explained by the
short 20‐year epoch used. By using 100‐year epochs, Cai et al. (2022) show that ∼80% of the models (only one
member per model is used) indicate an increase of ENSO amplitude, depending on the scenario. Doing so, they
argue that with longer epochs the uncertainty of the statistic decreases. But a systematic approach hasn't been
undertaken yet.

Thompson et al. (2015) proposed that a pre‐industrial control run (piControl) provides a robust estimate of the
simulated internal variability and therefore a single member per model is needed. This approach assumes that the
internal variability is not changing with climate change, and that this single member is close to the center of the
distribution (as the confidence interval is centered on the ensemble mean). Nevertheless, if the internal variability
in piControl and historical runs are similar, one could use the piControl run to estimate a priori the number of
members to compute for the historical run.

In this study, we employ established statistical theory to propose a complementary approach for estimating the
RES for an expected uncertainty. We compare theoretical and empirical results relative to statistical uncertainty
and test how reliable it is to use a piControl run to estimate the simulated internal variability. It follows that,
provided that a long simulation is available, our results deliver new information about the ensemble uncertainty
before the ensemble is generated, enabling those who perform the experiments to estimate a priori the number
simulations to be performed, given a level of accuracy needed for a particular application. We provide equations
to compute the uncertainty of the ensemble mean of a given ensemble (Equation 9) or to estimate the ensemble
size required to reach a given uncertainty of the ensemble mean (Equation 10), without having to compute random
selections. This yields a framework to quantify how the uncertainty of the ensemble mean is affected by the
ensemble size (Section 3.1) and by the epoch length used to compute a statistic (Section 3.2). After comparing the
uncertainty of the ensemble mean in piControl and historical runs (Section 3.3), we provide test cases using our
equations making it possible for others to estimate the ensemble size for their own applications (Section 3.4).

2. Data and Methods
2.1. Model Simulations and Observations

We use piControl and historical runs from the model intercomparison project phase 6 (CMIP6) (Eyring
et al., 2016). The historical runs, which aim to simulate the observed climate, are forced by time‐varying natural
(e.g., orbital parameters, solar irradiance and volcanic aerosols) and anthropogenic (e.g., aerosols and greenhouse
gas emissions, and land use) forcings that are based on observations (e.g., Durack et al., 2018). In the piControl
run, which is designed to simulate the unforced variability arising from processes internal to the climate system,
natural and anthropogenic forcings are fixed to their estimated 1,850 values. We use 59 ensembles from 53
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models for which both historical and piControl runs are available and the piControl run is at least 300 years long
(see Table 1 for the list of ensembles and their size). Monthly means are used for all data sets.

We consider 26 of these ensembles as “large ensembles” (LEs) as they give access to 10 samples or more for both
piControl and historical runs (for more details about members and ensembles see Text S1 in Supporting Infor-
mation S1). The 10 samples threshold enables a good balance between sample size (available number of historical
members and duration of the piControl experiment; see Section 2.2.2 for details about the creation of distribu-
tions) and number of ensembles used in the study. A multi‐model ensemble (MME; hereafter CMIP6‐MME) is
created using the first member of each 59 ensembles.

Table 1
List of Coupled Model Intercomparison Project Phase 6 Ensembles, Their Duration for piControl Run and Size for
Historical Run

Model name Ensemble PI HI Model name Ensemble PI HI

ACCESS‐CM2 i1p1f1 500 10 GFDL‐ESM4 i1p1f1 500 3

ACCESS‐ESM1‐5 i1p1f1 1,000 40 GISS‐E2‐1‐G_p1f1 i1p1f1 851 12

AWI‐CM‐1‐1‐MR i1p1f1 500 5 GISS‐E2‐1‐G_p1f2 i1p1f2 851 11

BCC‐CSM2‐MR i1p1f1 600 3 GISS‐E2‐1‐G_p3f1 i1p3f1 601 9

BCC‐ESM1 i1p1f1 451 3 GISS‐E2‐1‐G_p5f1 i1p5f1 501 9

CAMS‐CSM1‐0 i1p1f1 500 2 GISS‐E2‐1‐H_p1f1 i1p1f1 801 10

CanESM5_p1 i1p1f1 1,000 25 GISS‐E2‐1‐H_p1f2 i1p1f2 451 5

CanESM5_p2 i1p2f1 1,051 40 GISS‐E2‐1‐H_p3f1 i1p3f1 451 5

CanESM5‐1 i1p1f1 501 47 GISS‐E2‐2‐G i1p3f1 351 5

CanESM5‐CanOE i1p2f1 501 3 HadGEM3‐GC31‐LL i1p1f3 1,350 55

CESM2 i1p1f1 1,201 11 HadGEM3‐GC31‐MM i1p1f3 500 4

CESM2‐FV2 i1p1f1 500 3 INM‐CM4‐8 i1p1f1 531 1

CESM2‐WACCM i1p1f1 499 3 INM‐CM5‐0 i1p1f1 1,201 10

CESM2‐WACCM‐FV2 i1p1f1 500 3 IPSL‐CM6A‐LR i1p1f1 2,000 33

CIESM i1p1f1 500 3 MCM‐UA‐1‐0 i1p1f1 500 1

CMCC‐CM2‐SR5 i1p2f1 500 10 MIROC‐ES2H i1p4f2 420 3

CMCC‐ESM2 i1p1f1 500 1 MIROC‐ES2L i1p1f2 500 30

CNRM‐CM6‐1 i1p1f2 500 29 MIROC6 i1p1f1 800 50

CNRM‐CM6‐1‐HR i1p1f2 300 1 MPI‐ESM‐1‐2‐HAM i1p1f1 1,000 3

CNRM‐ESM2‐1 i1p1f2 500 11 MPI‐ESM1‐2‐HR i1p1f1 500 10

E3SM‐1‐0 i1p1f1 500 5 MPI‐ESM1‐2‐LR i1p1f1 1,000 50

E3SM‐2‐0 i1p1f1 500 21 MRI‐ESM2‐0 i1p1f1 701 10

EC‐Earth3 i1p1f1 1,105 18 NESM3 i1p1f1 500 5

EC‐Earth3‐AerChem i1p1f1 501 3 NorCPM1 i1p1f1 1,500 30

EC‐Earth3‐CC i1p1f1 505 10 NorESM2‐LM i1p1f1 501 3

EC‐Earth3‐Veg i1p1f1 500 10 NorESM2‐MM i1p1f1 500 3

EC‐Earth3‐Veg‐LR i1p1f1 501 3 SAM0‐UNICON i1p1f1 700 1

FGOALS‐f3‐L i1p1f1 561 3 TaiESM1 i1p1f1 500 2

FGOALS‐g3 i1p1f1 700 6 UKESM1‐0‐LL i1p1f2 1,880 16

GFDL‐CM4 i1p1f1 500 1

Note. Model ensembles considered as LEs are bolded. The member column indicates the fixed initialization procedures (i),
physical parameterizations (p), and forcings (f) used for the ensemble. If several ensembles are available, the varying
parameter is added to the model's name. The piControl column (PI) indicates the duration of the run, in years. The historical
column (HI) indicates the number of members. Ensembles available as of October 2023. Further information on each model
at https://es‐doc.org/cmip6/.

Journal of Advances in Modeling Earth Systems 10.1029/2023MS004147

PLANTON ET AL. 3 of 16

 19422466, 2024, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023M

S004147 by T
est, W

iley O
nline L

ibrary on [27/09/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://es-doc.org/cmip6/


Note that we performed a simple quality control procedure: (a) we computed piControl's global mean surface
temperature to verify if the simulated climate is stationary; and (b) we compared the diagnostics (defined in
Section 2.2.1) computed from piControl and the corresponding historical runs to verify if the climate statistics are
similar. Following this quality control, simulations of CAS‐ESM2‐0 and KACE‐1‐0‐G are not used in this study,
and the first 650 years of HadGM3‐GC31‐LL's piControl are also not used (for more details see Text S2 and
Figure S1 in Supporting Information S1).

The epoch 1985–2014 of two observations data sets are used, Global Precipitation Climatology Project Monthly
Analysis Product version 2.3 for precipitation (PR) (GPCPv2.3; Adler et al., 2003) and NOAA Optimum
Interpolation Sea Surface Temperature version 2 for SST (OISSTv2; Reynolds et al., 2002).

2.2. Methodology

2.2.1. Diagnostics

It is common to compute the mean, variance, and skewness of a record to describe respectively our climate's mean
state, variability and asymmetry (e.g., the fact that El Niño events can reach larger amplitudes than La Niña
events). For a record of n time steps, the sample mean (x), variance (σ2) and skewness (g1) can be defined as
follows (e.g., Cramér, 1946):

x =
1
n
∑
n

i=1
xi (1)

σ2 =
1
n
∑
n

i=1
(xi − x)2 (2)

g1 =

1
n ∑

n

i=1
(xi − x)3

(1n ∑
n

i=1
(xi − x)2)

2/3 (3)

Figure 1 illustrates the difficulty of evaluating and ranking models using the observed and modeled 30‐year
(1985–2014) mean, variance, and skewness of PR and SST (interannual anomalies are used for variance, and
skewness) computed over the region Niño3 (hereafter N3; 90–150°W, 5°S–5°N), a key region for ENSO. The
model ensemble from the CMIP Phase 6 (CMIP6) ensemble (59 different ensembles; red boxplots) displays a
large range of values around the observations (horizontal black lines). If we compare the range of the CMIP6
MME to that of the single‐model initial condition ensemble (made of 33 Historical simulations of IPSL‐CM6A‐
LR model; purple boxplots), it is evident that internal variability has a considerable impact on PR skewness
(Figure 1j), as well as SST variance and skewness: the IPSL‐CM6A‐LR ensemble covers 50% or more of the
CMIP6 ensemble (Figures 1h and 1l). In this case, the range of values taken by the IPSL‐CM6A‐LRmodel would
not strongly impact the evaluation of the model as the distance to the observation is large (e.g., Figures 1b, 1d, 1f,
1j, and 1l). However, if the ensembles are not very large, comparing two models in terms of N3 SSTA variance or
skewness may not be conclusive (Figures 1h and 1l). Similarly, only relatively large changes in these statistics
may be robustly detected in climate projections.

The mean (x; Equation 1), variance (σ2; Equation 2) and skewness (g1; Equation 3) of N3 averaged PR and SST
are analyzed. To do so, the domain average is computed, then the time series are analyzed using epoch lengths
ranging from 30 to 150 years (every 15 years, i.e., 30, 45, 60, etc.). Each epoch is analyzed independently, the
linear trend is removed (computed over the given epoch) and, for the variance and skewness, the seasonal cycle is
removed (computed over the given epoch). These calculations are done using the CLIVAR ENSO metrics
package (Planton et al., 2021), executed via the PCMDI Metrics Package framework (Lee et al., 2024).

The N3 region was selected to illustrate the results as it is often used in the literature (e.g., Jin et al., 2020; Yun
et al., 2021) and has a positive skewness for both PRA and SSTA (Figures 1i and 1j). However, the results are
generally true in regions Niño3.4 (120–170°W, 5°S–5°N) and Niño4 (160°E− 150°W, 5°S–5°N) (not shown).
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Additional figures are available on the github webpage of the paper (https://yyplanton.github.io/estimating_
uncertainties_enso/).

2.2.2. Creating piControl and Historical Distributions

For piControl runs, time series (Figure 2a) are split into non‐overlapping epochs of a given epoch length (e.g., 30‐
year and 60‐year; Figures 2b and 2d). The statistic is then computed on each epoch independently and all the
statistical values are grouped into a single distribution per epoch length (Figures 2c and 2e). The overall length of
the piControl run and the epoch length used to compute the statistics influence the number of values in piControl
distributions: for a 300‐year long run, 10 values will be available using 30‐year epochs, but only 2 using 150‐year
epochs.

For historical ensembles, distributions are created using members with identical initialization procedure, physics
and forcing (see Text S1 in Supporting Information S1 for more details). Time series (Figure 2f) of each member
is split into epochs of a given epoch length (e.g., 1850–1879 is the first 30‐year epoch). The statistic is then
computed on each member independently and the statistical values from all members at the given epoch are
grouped into a distribution (Figures 2g and 2h). This process is then repeated by moving forward by 5 years (e.g.,
1855–1884 is the second 30‐year epoch) until the end of the historical time series. All these distributions (e.g.,
there are 28 30‐year epochs staggered by 5 years within the historical run 1850–2014) are used to describe an
historical ensemble. The intra‐ensemble mean (Ex) and intra‐ensemble standard deviation (Eσ) of each distri-
bution represent an estimated mean value and internal variability of a given ensemble for a given epoch length at a
given time (time is considered only for historical ensembles).

2.2.3. Degrees of Freedom

When considering time series, SSTA at a given time is highly correlated to several preceding/succeeding time
steps leading to some predictability (e.g., McPhaden, 2003). However, to perform rigorous statistical analysis one
must use independent values. One way to take into account the fact that time series are correlated to themselves

Figure 1. Statistical moments computed with observed and modeled precipitation (PR) and sea surface temperature (SST). Maps of observed PR (a, e, i; left column) and
SST (c, g, k; right column) over the tropical Pacific Ocean, alongside Niño3 averaged (black rectangle) modeled (boxplots) and observed (black line) PR (b, f, j) and SST
(d, h, l). Statistical moments are: mean (Equation 1; first row), variance (Equation 2; second row) and skewness (Equation 3; third row). The epoch 1985–2014 is used
for all data sets. Boxplots represent the distributions of statistics computed from a multi‐model ensemble (MME; 59 model intercomparison project phase 6 ensembles,
red) and a single‐model ensemble (33 IPSL‐CM6A‐LR members described in Boucher et al., 2020; purple). Whiskers extend to the 5th and 95th percentiles; boxes
encompass the 25th and 75th percentiles; a diamond marks the mean; and dots indicate values that fall outside the whiskers.
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(i.e., autocorrelation) is to reduce the number of time steps n to the number of
effectively independent time steps (n*). In statistics, this number is called
“number of degrees of freedom”, and can be estimated using:

n∗ =
n

1 + ∑
L

i=1
ρ2i

(4)

where the autocorrelation function (ρ) is summed over the number of time
steps (L) necessary to reach the first two sign changes (e.g., Atwood
et al., 2017; Russon et al., 2014). Note that if the studied variable is stable
through time (i.e., the autocorrelation function does not change), increasing
the length of the time series by a factor α (e.g., m = αn), will increase the
number of degrees of freedom by the same factor (m* = αn*).

Distributions of values from piControl runs are created using non‐overlapping
epochs to ensure the independence of each sample. Note that members of an
ensemble are independent by construction.

2.2.4. Combinations

In Sections 3.1 and 3.3 the intra‐ensemble standard deviation (Eσ) is
computed using a given sample size (k) which is smaller or equal to the
ensemble size (N). To do so, combinations (meaning that the order does not
matter) of k distinct members of the ensemble are generated. The number of
combinations used depends on the ensemble size and the sample size. If a
large number of combinations are possible, 10,000 distinct combinations are
randomly selected. The statistic is then averaged across combinations.

2.2.5. Standard Errors

Given a random sample [x1,⋯, xn] from a normal distribution N(μ, σ2), the
Standard Error (SE) of the sample mean (SEx; e.g., Chapter 4 p. 76 of von
Storch & Zwiers, 1999), sample variance (SEσ2 ; e.g., Chapter 4 p. 77 of von
Storch & Zwiers, 1999) and sample skewness (SEg1; e.g., Wright & Her-
rington, 2011) are:

SEx =
σ
̅̅̅
n

√ (5)

SEσ2 = σ2
̅̅̅̅̅̅̅̅̅̅̅
2

n − 1

√

(6)

SEg1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
6(n − 2)

(n + 1)(n + 3)

√

(7)

where n is the number of independent samples (i.e., n* for time series).

2.2.6. Confidence Intervals and Uncertainty of the Ensemble Mean

Using this random sample [x1,⋯, xn], the p × 100% confidence intervals of the true (unknown) mean μ is (e.g.,
Chapter 5 p. 92 of von Storch & Zwiers, 1999):

(x − Z
σ
̅̅̅
n

√ ≤ μ≤ x + Z
σ
̅̅̅
n

√ ) (8)

Figure 2. Graph describing how distributions are created from times series.
Time series of Niño3 averaged sea surface temperature (N3 SST), from (a) a
piControl run and (f) an ensemble of the historical run, as simulated by the
IPSL‐CM6A‐LR model (Boucher et al., 2020). N3 SST mean (Equation 1)
computed from (b) 30‐year and (d) 60‐year non‐overlapping epochs to create
the respective piControl distributions (c, e). N3 SST mean (Equation 1)
computed from the historical ensemble using (g) 30‐year and (h) 60‐year
epochs. The operation is repeated every 5 years to cover the entire historical
run (e.g., 1850–1879, 1855–1884, 1860–1889, etc.). In the boxplots,
whiskers extend to the 5th and 95th percentiles; boxes encompass the 25th
and 75th percentiles; a diamond marks the mean; and dots indicate values
that fall outside the whiskers.
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where Z is the 0.5+ p/2 quantile of the normal distribution and n is the number of independent samples (i.e., n* for
time series). In the paper the 95% confidence interval is used (Z = 1.96).

If we approximate the distribution of statistics computed on each member of an ensemble with a normal dis-
tribution (central limit theorem; e.g., Chapter 2 p. 35 of von Storch & Zwiers, 1999), we can define the absolute
uncertainty of the ensemble mean (∆) as the error on each side of the true (unknown) ensemble mean:

∆ = Z
Eσ
̅̅̅̅
N

√ (9)

where Eσ is the intra‐ensemble standard deviation and N is the ensemble size.

It is sometimes useful to define the uncertainty relative to intra‐ensemble mean (Ex), hereafter “relative uncer-
tainty” (∆r = 100∆/Ex). However, the relative uncertainty can become minuscule when Ex ≫ ∆ (e.g., for N3
SSTmean; not shown), or gigantic when Ex ≪ ∆ (e.g., for N3 SSTA skewness; not shown). For simplicity, we use
the absolute uncertainty (∆) in almost all sections. The relative uncertainty (∆r) is only used in Section 3.4 in
some cases. The main results of this paper are not altered if the relative uncertainty is used (not shown) and we
verified that the uncertainties computed with Equation 9 are very similar to that computed using random sampling
(see Text S3 and Figure S2 in Supporting Information S1).

3. Results
3.1. Influence of the Ensemble Size on the Uncertainty

In the literature, the uncertainty of the intra‐ensemble mean (∆) is usually computed with a random sampling and
authors define one ensemble size for one given uncertainty (e.g., Maher et al., 2018; Milinski et al., 2020; J. Lee
et al., 2021). Using Equation 9, one can analyze the relationship between ensemble size and uncertainty, as well as
confronting our results with the theory: the uncertainty of ensemble mean should decrease with the square root of
the ensemble size.

Figure 3 shows the ratio of the absolute uncertainty (∆) computed with piControl and historical ensembles using
combinations (see Section 2.2.4) of 10 to the maximum number of members (every 5 members) divided by ∆
computed with the maximum number of members. Therefore, the horizontal axis represents the fraction of the
ensemble size used for the computation. The results are presented for epoch lengths ranging from 30 to 150 years
(15‐year intervals) from the CMIP6‐MME and 14 LEs with at least 15 members. We select larger LEs here
compared to our initial threshold as we are creating synthetic ensembles of a smaller sizes and the minimum size
of these synthetic ensembles is 10. There are a total of 188 curves (15 data sets x nine epoch lengths = 135 for the
historical run, and 53 for the piControl run as the ensemble size decreases and falls below the 15 members
threshold when the epoch length increases). All 15 data sets align almost perfectly on the theory (dashed black
lines) for all three statistical moments computed with N3 PR and N3 SST. This means that even if we use very
small samples, the theory can still be used. This is incredibly useful as, if one has an ensemble and wants to divide
the uncertainty of the ensemble mean by 2, one immediately knows that the ensemble size must be multiplied
by 4.

The only notable discrepancy comes from the piControl ensembles of N3 PRA variance computed with the MPI‐
ESM1‐2‐LR (blue cross markers in Figure 3c). This is due to the tendency of MPI‐ESM1‐2‐LR to produce
extremely rare but extremely large N3 PRA during El Niño events, resulting in a poorer convergence toward
theoretical estimate for the smallest ensembles. In the 1000‐year piControl simulation, anomalies of 5 mm.day− 1

are reached during five events (equivalent to ∼9 standard deviations), including one reaching more than 9 mm.
day− 1 (more than 16 standard deviations). If these events are removed, this simulation falls back in the rank and
follows the theory (see Figure S3 in Supporting Information S1). Note that such outliers inflicting a deviation
from the theory are not found in the corresponding 50‐member historical ensemble (i.e., 8250 years of
simulation).

This analysis shows that, among 6 statistics computed with 30 different simulations, only one case deviated from
the theory. Therefore, this approach is extremely robust.
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Figure 3. Dependence of the uncertainty of the ensemble mean (∆; Equation 9) on the fraction of the ensemble used. Uncertainty computed for Niño3 averaged
precipitation (a, c, e) and Niño3 averaged sea surface temperature (b, d, f) mean (a, b), variance (c, d) and skewness (e, f). The dashed black line in each panel represents
the theoretical improvement of the uncertainty with the square root of the fraction of the ensemble used. The uncertainty of the ensemble mean is computed using all
epoch lengths and all epochs of the piControl (dotted lines) and historical (solid lines) runs from 14 LEs with at least 15 members and the CMIP6‐MME.
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3.2. Influence of the Epoch Length on the Uncertainty

For simple diagnostics (like the first three statistical moments), one can use Equations 5–7 with σ and n
respectively equal to the standard deviation of the time series and the number of independent time steps (n*), and
notice that, in theory, the error of these statistics decreases with the square root of the number of independent time
steps.

Now, does it mean the intra‐ensemble standard deviation (Eσ) decreases at the same rate when the epoch length is
increased? Figure 4 shows the ratio of the uncertainty of the ensemble mean (∆) computed with historical en-
sembles using epoch lengths of 30–150 years (15‐year intervals) divided by ∆ computed with 150‐year epochs.
Epoch lengths (i.e., time steps) are used instead of independent number of time steps (degrees of freedom; see
Section 2.2.3) as the latter is proportional to the number of time steps: if T time steps are independent in a 150‐year
epoch, ∼T/2 are independent in a 75‐year epoch (not shown). The results are presented for all 26 LEs and the
CMIP6‐MME, using the maximum number of members of each ensemble (27 curves in each panel). Although the
magnitude of the uncertainty reduction is more model dependent than for the influence of the ensemble size
(Section 3.1), most ensembles show a change of ∆ that is broadly consistent with the theory (dashed black lines)
for all three statistical moments computed with N3 PR and N3 SST.

However, for N3 SST mean (Figure 3b) and N3 PRA skewness (Figure 3e), several ensembles are clearly
departing from the theory. For these ensembles and diagnostics, the intra‐ensemble standard deviation (Eσ) is not
increasing as fast as expected (or even decreases), with decreasing epoch length. The exact reason is beyond the
scope of this paper but two simple reasons may explain this result: (a) Equations 5–7 are valid when the sample is
drawn from a normal distribution but N3 PRA and N3 SSTA (to a smaller extent) distributions are skewed
(Figures 1j and 1l); and (b) a small sized LE can randomly deviate from the theory (see Text S4 and Figure S4 in
Supporting Information S1).

The behavior of the CMIP6‐MME is also notable: varying the epoch length has no influence on the uncertainty.
This is due to the fact that increasing the epoch length only attenuates the internal variability within each model, it
does not reduce the inter‐model differences (inter‐model differences shown by the red boxplots in Figures 1b, 1d,
1f, 1h, 1j, and 1l). So, if one wants to detect a change in a statistical value (e.g., related to climate change) using the
CMIP6‐MME, increasing the epoch length will not reduce the uncertainty. One may detect a change only if it is
large enough between the considered epochs.

While the uncertainty should similarly increase with decreasing epoch length in the piControl run, it is not easy to
prove it due to the methodology used to create the distributions (see Section 2.2.2). Indeed, with the piControl run
increasing the epoch length implies a smaller number of samples, reducing our ability to robustly compute the
standard deviation of the distribution (Eσ). Despite this methodological issue, with a long piControl run, the
uncertainty of the ensemble mean does follow the theory (see Text S5 and Figure S5 in Supporting
Information S1).

Thus, both ensemble size and epoch length can be used to improve the uncertainty of the ensemble mean to obtain
a more robust evaluation of the climate models. However, decreases in uncertainty with increasing the ensemble
size almost perfectly follow expectations from theory, while increasing the epoch length may not have the desired
influence if time series are not relatively constant or for diagnostics more complex than the first three statistical
moments.

3.3. Uncertainty in piControl Versus Historical Runs

We compare now the uncertainty of the ensemble mean (∆) computed from the 26 historical LEs and the CMIP6‐
MME with the corresponding piControl runs (Figure 5), using combinations of k members (see Section 2.2.4), k
being the minimum sample size between the historical and piControl distributions. Here, we only use 30‐year
epochs as some piControl runs are only 300‐year long, that is, 10 non‐overlapping epochs, which is already a
relatively small sample size to compute a standard deviation (we verified that the relationship is similar with other
epoch length; not shown). The CMIP6‐MME is not included for the N3 SSTmean (Figure 5b) as the uncertainty is
∼100% larger than the largest uncertainty computed with LEs and would spuriously increase the correlations (not
shown). This is linked to the fact that the difference from one model to another (the mean state bias of the models;
red boxplot in Figure 1d) is much larger than the difference between a member of a given model to another
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Figure 4. Dependence of the uncertainty of the ensemble mean (∆; Equation 9) on the fraction of 150‐year used for the computation. Uncertainty computed for Niño3
averaged precipitation (a, c, e) and Niño3 averaged sea surface temperature (b, d, f) mean (a, b), variance (c, d) and skewness (e, f). The dashed black line in each panel
represents the theoretical improvement of the uncertainty with the square root of the fraction of 150‐year used. Uncertainty computed using all epochs of the historical
run from CMIP6‐MME and all 26 LEs (using the maximum ensemble size). Note that panel e does not have the same vertical range as the other panels.
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Figure 5.
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member of the same model (i.e., the mean state modulation by the internal variability; purple boxplot in
Figure 1d).

This analysis reveals that four of the six diagnostics (Figures 5a, 5c, 5d, and 5e) produce an almost perfect match
between historical and piControl runs (correlation>0.9, slope∼1, intercept∼0). The relationship is not as good in
the other two diagnostics (correlation ∼0.7, slope ∼0.6, intercept >0; Figures 5b and 5f), with better uncertainties
(i.e., smaller ∆) in the historical run compared to the piControl run when the uncertainty value is large. Overall,
there is a good correspondence between the uncertainty of the ensemble means computed with piControl and
historical runs. This means that even though external forcing has affected the climate system, the climate is not
radically different (ENSO related statistics computed here don't change much), and the internal variability of the
climate is not radically different (the uncertainties of the ENSO related statistics computed here don't change
much). This implies that the control simulation can be used when the historical ensemble is small, or to estimate
the size of the historical ensemble before computing it. This is useful for modelers because multiple control runs
may be performed during the model development or tuning process, well‐before historical runs are performed.

3.4. Estimating the Ensemble Size

There are many papers in the literature proposing a minimum number of members, often termed the RES, that
should be computed for a particular application such as ENSO (e.g., Maher et al., 2018; Milinski et al., 2020; J.
Lee et al., 2021). Here, we propose to use the theory instead to estimate the RES, by rearranging Equation 9:

RES = (Z
Eσ

∆
)

2

(10)

This way, one can easily estimate the RES given an absolute (∆) or relative (∆r = 100∆/Ex) uncertainty. The
main advantage of computing the RES using Equation 10 is that it is not limited by the size of the existing
ensemble (which is one limitation of computing the RES using random sampling). Note that both methods lead to
equivalent results (see Text S6 and Figure S5 in Supporting Information S1). Another advantage is that, if a
piControl simulation is available, one can use Equation 10 to estimate the RES for a particular application, before
the ensemble is generated.

We propose in this section to apply this method to all 59 CMIP6 ensembles using piControl runs to explore
possible ensemble sizes for all models. This approach has some limitations as the mean statistic and the internal
variability may change between piControl and historical runs. We also limit it to 60 members even if in some
cases more members would be needed. We decided to cap the number of members as we aim here to describe
methodologies and order of magnitudes, not to provide exact numbers. In addition, this cap is already larger than
any LE computed for past CMIP exercises.

There are several ways in which this proposed formulamay be utilized. Firstly, one can estimate the RES to reach a
given uncertainty. Here we estimate the RES needed to reach an absolute uncertainty (∆) of 0.05°C and 0.1 for N3
SST mean and skewness respectively (Figures 6b and 6f; gold), a relative uncertainty (∆r) of 5% for N3 PR mean
(Figure 6a; gold) and of 20% for N3 PR variance and skewness, as well as N3 SST variance (Figures 6c, 6d and, 6e;
gold). To reach these uncertainties, the IPSL‐CM6A‐LR ensemble (purple triangles) requires less than 20 mem-
bers. On average across CMIP6 ensembles (boxplot), less than 30 members are required, while focusing on in-
dividual models three models require ensembles with more than 60 members for N3 PR variance and N3 SST
skewness. It is also interesting to note that the RES can be three times larger for N3 PR variance compared to N3
SSTvariance to reach the same relative uncertainty (20%),meaning that the internal variability ofN3PRvariance is
larger relative to that of N3 SST variance. This is likely linked to the fact that precipitation is more nonlinear (e.g.,
Frauen et al., 2014; Garfinkel et al., 2018; Sun et al., 2016), implying stronger interdecadal modulation of its
variance.

Figure 5. Uncertainty of the ensemble mean (∆; Equation 9) computed from historical versus the piControl runs. Uncertainty computed using 30‐year epochs for Niño3
averaged precipitation (a, c, e) and Niño3 averaged sea surface temperature (b, d, f) mean state (a, b), variance (c, d) and skewness (e, f). Uncertainty computed in the 26
LEs and the CMIP6‐MME using the minimum sample size of historical and the piControl runs. For the historical run, the uncertainty is computed for all epochs and
averaged. The solid black line in each panel represents the linear regression. The corresponding correlation (r), regression slope (s) and p‐value (p) are indicated at the
bottom of each panel.
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Secondly, one may want to know the sign of the ensemble's bias and set the
absolute uncertainty to a confidence interval on the absolute difference be-
tween ensemble mean and observational data set (for the 95% confidence
interval, ∆ = P5|Ex − obs|; Figure 6; black). Knowing the sign of the bias can
be usually achieved with less than 20members for all CMIP6 ensembles (e.g.,
11 is the maximum RES needed for the IPSL‐CM6A‐LR ensemble). In some
cases, the RES can be very high because the model bias is extremely small
(this was also the case in J. Lee et al. (2021)). A second criteria could be
introduced to avoid this issue, for example, limiting the desired uncertainty
with a fraction of the observed value (e.g., ∆ = max(P5|Ex− obs|, 0.05 obs)).

Finally, one can desire a robust ranking of CMIP6 ensembles, implying to
limit the overlap of the confidence interval of each model. This can be done
by setting the absolute uncertainty to a fraction of the CMIP6 distribution
(∆ = 0.1CMIP6′sIQR; Figure 6; red). In this case, CMIP6 ensembles (box-
plot) can be correctly ranked only for N3 PR and N3 SSTmeans, for which no
ensemble needs to be larger than 27. For the other four diagnostics (N3 PR
and N3 SST variances and skewness) the desired uncertainty is largely out of
reach (i.e., ∼30% of ensembles do not reach it within 60 members for N3 PR
and N3 SST variances, and ∼85% for N3 PR and N3 SST skewness). Note
that the desired uncertainty specified is quite loose, in that even if it is
reached, ranking of models would be difficult. For instance, 30 ensembles are
found within the IQR and each of their ensemble means would be within a
range equivalent to 0.2xIQR (0.1 IQR on each side of the mean), implying an
important overlap between the uncertainty of each ensemble. According to
our results, it would be hard to provide a robust ranking of CMIP6 ensembles
for N3 PR and N3 SST variances and virtually impossible to do it for N3 PR
and N3 SST skewness.

4. Conclusions
We analyzed the first three statistical moments (mean, variance, and skew-
ness) of N3 PR and N3 SST computed from all available CMIP6 piControl
and historical ensembles (26 large ensembles and the CMIP6‐MME con-
sisting of the first ensemble member from each of 59 different model con-
figurations) to better describe how ensemble means are influenced by
ensemble size and the length of the epoch used to compute the statistic. The
key results are the following:

• The uncertainty of the intra‐ensemble mean (∆) decreases with the square
root of the ensemble size, in accordance with theory. Thus, if one has an
ensemble mean with an uncertainty ∆, and wishes to reduce that uncer-
tainty to ∆/2, the ensemble size must be quadrupled.

• The epoch length generally has a similar effect on ∆. However, this does
not apply to a MME, and there are more inter‐model differences in this
relationship–possibly linked to the non‐normality and/or multi‐decadal
modulation of some model distributions, and the relatively small sizes
of some of the available model ensembles.

• There is a good correspondence between ∆ computed from a historical LE
and that computed from the same model's piControl. This implies that one
can use a piControl run to estimate the ∆ for a given historical ensemble,
or to estimate, or to estimate howmany historical ensemble members must
be generated to obtain a given ∆,.

• With our piControl‐based method, one can simply estimate the ensemble
size required to fit one's purpose, regardless of the ensemble size already
computed. This contrasts with randomly sampling an existing ensemble

Figure 6. Ensemble sizes required to limit the uncertainty to a desired value
(Equation 10). Required ensemble size (RES) computed with the 59
piControl distributions to reach a given uncertainty (gold), to know the sign
of the model bias at the 95% confidence level (∆ = P5|Ex − obs|; black) and
to limit the overlap of the confidence interval of each model
(∆ = 0.1CMIP6′sIQR; red). RES computed for Niño3 averaged precipitation
(a, c, e) and Niño3 averaged sea surface temperature (b, d, f) mean (a, b),
variance (c, d) and skewness (e, f). Purple triangles represent the RES for IPSL‐
CM6A‐LR. Boxplots represent the distribution of values computed using all
model intercomparison project phase 6 ensembles: whiskers extend to the 5th
and 95th percentiles; boxes encompass the 25th and 75th percentiles; a diamond
marks the mean; and dots indicate values that fall outside the whiskers.
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(as in Milinski et al., 2020), where one can estimate the RES only if it is smaller than the one already
computed.

The first two key results are expected according to statistical theory, and here we confirmed them using relatively
small (but practically relevant) samples derived from climate data (10–50 members; 30–150 years of simulation).
Sample sizes as small as 10 (smallest size tested) are large enough to confirm the expected relationship between∆
and the ensemble size. Only cases with extreme outliers are shown to deviate from the theory (e.g., N3 PRA
variance from MPI‐ESM1‐2‐LR's piControl). Larger sample sizes (30 or more) are required to confirm the
relationship between ∆ and the number of time steps. For the skewness, this relationship critically depends on
how the data are distributed (Wright & Herrington, 2011), so one should not expect the same decrease of ∆ with
increasing number of time steps as for the mean or the variance. The third key result relates to the simulated
internal variability in piControl and historical runs. In some cases, internal variability is larger in historical runs,
particularly for large internal variability or small ensemble sizes. Further investigation is required to understand
such discrepancy.

The method that we propose to estimate the RES complements the random sampling methods of Milinski
et al. (2020) and J. Lee et al. (2021), but at amuch smaller computation cost (no random sampling). Specifically, the
resampling is replaced by a mathematical formula to compute ∆ (Equation 9) or by the ensemble size required to
achieve a given ∆ (Equation 10). Our equations can be used by any model user to fit their own purpose, and show
how an existing computation done with a given ensemble size and epoch length can be used to estimate∆ for other
ensemble sizes or epoch lengths. Although we used some simple diagnostics (mean, variance, and skewness of
area‐averaged SST and precipitation) to demonstrate applications of the theory, Equations 9 and 10 can potentially
be used more broadly for other diagnostics and variables, if they are sufficiently normally distributed.

As an example, we propose that this framework could be applied to analyze Tropical Pacific Decadal Variability
(TPDV; Power et al., 2021) and related mechanisms (Capotondi et al., 2023) in climate models. To detect and
attribute a decadal change to external radiative forcings, one requires an ensemble large enough so that ∆ is
smaller than the radiatively forced changes. Similarly, when analyzing the influence of natural forcings in long
paleoclimate simulations (e.g., orbit eccentricity and tilt, CO2 concentration; Yun et al., 2023) or comparing past
and future climates (e.g., Brown et al., 2020) knowing the sampling uncertainty for the target climate phenom-
enon within the available observations and ensemble simulations is crucial to obtain robust results. Finally, in-
termediate models (e.g., Linear Inverse Models, Penland & Sardeshmukh, 1995; ZC model, Zebiak &
Cane, 1987) are often used to obtain long simulations (e.g., 100,000 years in Ramesh & Cane, 2019) at a low cost
compared to coupled general circulation models. But how long must these runs be, for a given application? In
these cases, one can use Equation 9 to estimate if the simulation length and ensemble size are sufficient, and/or
Equation 10 to estimate how many additional years (or members) must be computed to reach a desired accuracy.

Data Availability Statement
CMIP6 data can be accessed at https://esgf‐node.llnl.gov/projects/esgf‐llnl/. Global Precipitation Climatology
Project Monthly Analysis Product version 2.3 (GPCPv2.3; Adler et al., 2003) and NOAA Optimum Interpolation
Sea Surface Temperature version 2 (OISSTv2; Reynolds et al., 2002) data products are provided by NOAA PSL,
Boulder, Colorado, USA, and available from their website at https://psl.noaa.gov/. Data sets were analyzed using
the CLIVAR ENSO metrics package (Planton et al., 2021; https://github.com/CLIVAR‐PRP/ENSO_metrics),
executed via the PCMDI Metrics Package framework (Lee et al., 2024; https://github.com/PCMDI/pcmdi_
metrics). The output and processing scripts used for the paper (Planton & Lee, 2024) are available at https://
zenodo.org/doi/10.5281/zenodo.11512024. Additional figures are available at: https://yyplanton.github.io/esti-
mating_uncertainties_enso/.
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