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ABSTRACT ARTICLE HISTORY
Artificial intelligence (Al) in business coaching, as in other human Received 13 December 2023
resource development professional service roles, opens up the Accepted 1 July 2024
possibility of multiple chances, such as cost- and time-effective KEYWORDS

gains. However, as Al can act autonomously and may surpass Al coaching; coaching;
human performance, it can both lead to unforeseen risks as well threat; curiosity; opinion
as create a threat for professional service workers, including busi-

ness coaches. Using a within-subject threat manipulation design,

the present research investigated whether business coaches (N =

436; from over 50 different countries) respond to the topic of Al in

coaching with heightened threat-related affective states and how

this change affects their attitude towards the topic. Expectedly, the

topic evoked higher behavioral inhibition and lower behavioral

activation threat-related affective states, leading to lower curiosity

in and a more negative opinion of Al in coaching. Theoretical and

practical implications are addressed to lower the coaches’ threat-

related affective states towards Al application in professional ser-

vices. A hybrid approach between responsible Al and an ethically

skilled and professionally trained coach is recommended.

Introduction

Al is a new and expanding technology that can be applied in various markets and offers
opportunities for growth and competitive advantage for organisations. In 2022, the global
total investment in Al reached over US$ 90 billion and AT’s estimated market value is US
$184 billion for 2024, rising to an estimated US$ 826 billion by 2030 with an estimated
annual growth rate of 37% (Grand View Research, 2022; Statista, 2024). In other words,
Al is developing at a rapid pace, with new iterations and models appearing monthly, and
being able to perform at least as good as a human being in nearly every aspect but is also
capable of interacting with the physical world through embodiment (Thompson, 2024).
Thus, Al has the potential over the cover decade to greatly impact the international
economy, changing the work environment, replacing work roles and forcing both
individuals and organisations to adapt (Bughin et al., 2018; Pareira et al., 2022). This
impact is already visible in human resource development (HRD) practices: Human-
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aligned conversational explanation systems are being created (Dazeley et al., 2021) and
Alis used in HRD-related fields, such as the healthcare industry or in fields of psychology
(Brown et al., 2019; Nitiéma, 2023; Sharma et al., 2023). In addition, Al is increasingly
used in several HRD areas, including talent acquisition and performance management,
but also talent development and learning (Ekuma, 2024). Human-aligned conversational
explanation systems are being created (Dazeley et al., 2021), and the first studies have
been published on AI and its application in consulting, coaching, and training (e.g.
Allemand & Fliickiger, 2022; Allemand et al., 2020; Kettunen et al., 2022; Mirjam et al.,
2021; Terblanche et al., 2022).

While this change towards AI provides new capabilities, it also comes with its
challenges. Human-AlI interaction situations are still a challenge for the well-being of
all stakeholders, including HRD practitioners and their clients (Sajtos et al., 2024).
Additionally, AT might not only transform but also replace certain job roles (Frey &
Osborne, 2017; Grace et al., 2018). Al in theory can outperform human intelligence and
performance, creating an existential threat to existing industries (Khandii, 2019; Moczuk
& Ploszajczak, 2020; Nath & Sahu, 2020). For instance, Goldman (2023) estimated that
25% of knowledge workers’ roles could be automated by AI by 2030. In addition to the
threat of AI as a potential replacement of the human coaching, Al in its current
developmental state itself poses threats, as it is still difficult to control for ethical
mismanagement or Al diversity biases (Diller,2024; Passmore & Tee, 2023a). In other
words, Al is still capable of failing with dangerous consequences for all stakeholders
(Xiang, 2023). Particularly in helping professions where the client is co-dependent, such
as coaching,, these failures are dangerous. For instance, when the AI coach does not
recognise the client’s negative emotions or shows a bias towards Western centric, white,
male learning (Diller, 2024). These failures not only have dangerous consequences but
further raise the question of who is responsible for the harm the AI causes (Nath & Sahu,
2020). In sum, Al may be perceived as a threat to both one’s job and one’s control due to
the ethical risks of AL

Thus, while AT performs slightly better than humans in certain HRD tasks, the use of
AT applications is not yet widely accepted (Bohmer & Schinnenburg, 2023). However,
failing to adapt or develop a proactive response to these new technologies can have
significant implications not only for the organisational growth but also for the practi-
tioners themselves. While a proactive response could help mitigate potential challenges
(Kim, 2022), failing to respond could risk being outdated and ineffective in the new
emerging organisational landscape (Evans, 2019). In other words, it is essential to stay
curious and positive towards such new technologies (Barrett & Christian Rose, 2020). If
coaches have a positive and curious opinion towards Al, Al coaching has the potential to
become a valuable resource for them and their clients (Passmore & Tee, 2023a). In
addition, a positive and curious attitude leads to exploration, personal growth, auton-
omy, positive social relationships, and various aspects of psychological well-being
(Kashdan et al., 2013; Vogl et al., 2020). For instance, curiosity fosters workplace
learning, task focus, work thriving, and job performance (Reio & Wiswell, 2000;
Usman et al., 2023). Curiosity can be described as a motivational force to explore
information about a topic, deriving from an inner need to reduce incongruity and
increase knowledge. This cognitive motivation can either be a temporal psychological
state that only lasts until the information gap is closed or can be a trait-like
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inquisitiveness similar to the Big Five-factor openness to experience (Schmidt & Rotgans,
2021). Furthermore, showing positive attitudes and openness towards new technologies
enriches education and development practices (Stemberger & Cotar Konrad, 2021) as
well as fosters the use of these new technologies (Kwak et al., 2022).

The present research explores whether Al increases the coaches’ threat-related affec-
tive states and whether this may influence their curiosity in and opinion of AI coaching.
The scarcity of literature on attitudes and responses towards AI (Castagno & Khalifa,
2020; Yu et al., 2023) as well as on measures like curiosity and opinion in work-related
contexts (Torraco & Lundgren, 2020) highlights the need to investigate how Al is
perceived by professional service workers such as coaches. Given the emergence of Al
and its likely transformation of the world of work over the coming decade (e.g. Bughin
et al., 2018), understanding human reactions to Al is essential to its successful imple-
mentation in organisations and its adoption and integration into professional roles by
professional service workers such as coaches, as well as managers.

Al coaching as an HRD intervention

Al refers to the development of computer systems that can perform tasks that previously
typically required human intelligence, such as cognitive tasks like reasoning, decision-
making, and problem-solving (Rai et al., 2019). This can be divided into narrow AI with
a level of weak artificial intelligence, general AI as equal to human intelligence, and
super-intelligence as surpassing humans (Gurkaynak et al., 2016). In other words, Al is
a machine-assisted, systematic process. This process can be used in human resource
development (HRD), such as in coaching (Graffmann & Schermuly, 2020; Passmore
et al., 2024). This technology therefore differs from traditional technological revolutions,
as it is not only a complementary work tool but further able to carry out human-specific
tasks, sometimes even with greater efficiency and at lower costs (Su et al., 2020). Thus, Al
reshapes HRD practices by enhancing processes and functions as well as creating jobs,
changing work, or even replacing labour. Workers will be faced by the consequences of
Al, which can range from minor adaptations in roles to the complete disappearance of
roles (Su et al., 2020; Tambe et al., 2019). For example, low-qualified workers equipped
with AI could carry out tasks that were previously reserved for highly skilled workers. In
addition, specialist, high demand roles become knowledge engineers, leveraging Al
technologies (Su et al., 2020). This, however, is just a start. As Al continues to improve
at a faster rate than humans, HRD will increasingly be faced by the paradoxes and
uncertainties introduced by Al technologies (Charlwood & Guenole, 2022).

As one HRD approach, coaching has become a recognised intervention for most
enterprise organisation HR strategies. This recognition further comes from several
meta-analyses and reviews that underline the benefits of coaching for both the
individual (e.g. client’s job satisfaction, goal attainment and well-being) and the
organisation (e.g. team satisfaction and organisational performance) (De Haan &
Nilsson, 2023; Grover et al., 2016). Coaching can be defined as a process to empower
clients to work with and attain their self-valued and value-congruent goals (Diller
et al., 2020). While coaching has been described as a human-to-human interaction in
the past, the new development of AI has created a new form of coaching, Al
coaching, where the human coach is replaced in full or part by an AI bot (Diller &
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Passmore, 2023). This emergence of AI coaching is further underlined by first
effectiveness studies: For instance, coaching-related Al applications were tested and
found to support clients with their self-coaching, self-control, exercise motivation, or
behavioural change (Allemand et al., 2020; Kettunen et al., 2022; Mai et al., 2022;
Mirjam et al., 2021). In addition, a comparison study on an Al and human coaching
processes revealed that the university students as clients reached similar levels of goal
attainment as a comparison group with their human coaches (Terblanche et al.,
2022). Given the application of AI coaching in the market, it is essential to explore
both the potential opportunities and challenges as one example of how these tech-
nologies may impact roles of HRD professionals.

The opportunities available from Al coaching

AT coaching services can have several opportunities for innovation, both enhancing and
replacing the traditional coaching intervention by introducing a service with (1) high
levels of accessibility with regard to costs, time, and place, (2) just-in-time-delivery, (3)
feelings of anonymity and nonjudgement, as well as (4) innovative methods available
through connecting different AI processes including data collection and analysis across
the HR experience or offering intersessional activities and interactions.

Firstly, Al coaching services are highly accessible due to their online and cost-effective
service, making coach more available to many more managers and organisational users
(Gramann & Schermuly, 2020). Global average hourly rates are typically around US
$300 per hour where Al tools can be delivered at a fraction of the cost or even for free
(Passmore et al., 2024; Passmore et al., 2024). In addition, clients from geographically
remote locations, or those working unsocial shifts, can potentially access Al coaching
services when a human coach may be unavailable (Diller & Passmore, 2023). Like
a ‘pocket coach’, Al coaching can be accessed independently of time and place on
a smart device, available in the pocket whenever it is needed. This high accessibility
independent of financials, time, and place arguably makes Al coaching more available
and inclusive than human coaching (Diller, 2024). This advantage was found to notably
already reduce barriers in the healthcare sector, such as in health coaching, where remote
digital interventions have demonstrated effectiveness in managing health conditions
(Mao et al, 2017) and chronically ill people were able to access support during the
transition of care from hospital to home (Tornivuori et al., 2020). Further evidence in
mental health has found that text-based applications were accessible and suitable option
for addressing conditions like anxiety and depression (Shih et al., 2022).

Secondly, due to its ability to learn through experience and independence of human
guidance, Al coaching services can offer just-in-time personal adaptive, which arguable
can provide a more personalized service (Rowe & Lester, 2020). In human resource
management, the introduction of AI applications could be beneficial for identifying skill-
gaps, recommending development and tracking progression not simply towards comple-
tion of learning activities but also in skills acquisition (Budhwar et al., 2022). As
technology further develops, Al gives the opportunity to incorporate psychoeducational
impulses, feedback, or evaluations. For example, Gratch (2014, p. 25) introduced ‘the
conflict resolution agent’ as a way of using Al to teach negotiation skills, and Ovida (an
AT software tool) enables users to collect data on high trust conversations and get
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feedback, both on individual sessions and overtime. Similarly in coaching, Passmore and
Tee (2023b) argue that Al could provide effective and objective feedback informed by
a data-driven approach.

Thirdly, AI services may lead to greater openness and more truthful informa-
tion from the client’s side than in a human coaching conversation. Al services are
perceived to be more trustful and safe by their clients, as these feel less linked to
impression management and fear of evaluation (Ellis-Brush, 2021; Gratch, 2014;
Stai et al., 2020). These findings align with the online disinhibition effect
(J. R. Suler, 2004), which suggests that people feel less inhibited and are more
open in cyberspace than in the real world leading them to behave differently (J.
Suler, 2015). In addition, the AI setting can offer a higher level of client anon-
ymity, which can promote greater openness in discussions about difficult topics
(Stein & Brooks, 2017). This openness and truthfulness can benefit the client for
their self-valued and value-congruent goal attainment and therefore contribute to
more effective outcomes (Schiemann et al., 2019).

Finally, AI can go beyond the traditional coaching process with its enhancements. For
example, Al can offer intersessional support, helping clients to make better progress
towards their goals (Ellis-Brush, 2020; Hassoon et al., 2021; Holstein et al., 2020; Stephens
et al,, 2019; Tropea et al., 2019). These intersessional interactions may not only increase
the level of goal attainment but further lead to a lower number of sessions needed with a
collaborating human coach. In addition, AI can support the coach: From support them in
their sales process, finding new clients, to analysing data for their own coach skill
development, AI can be an easily accessed tool of assistance (Diller & Passmore, 2023;
Luo et al., 2020).

The risks and challenges of Al coaching

While AI coaching may have its benefits, it is important to acknowledge the potential
limitations and risks of Al services in coaching, as AI still faces notable challenges in
HRD (Tambe et al., 2019). For instance, Al might increase the digital divide between
industries, companies, and countries which leverage AI technologies and have the
technological knowledge and those that do not (Bughin et al., 2018; Statista, 2024). In
addition, while AI comes with the opportunity to streamline people development and an
almost blind trust among the users, several ethical issues arise and may even hinder
personal or organisational development (Diller, 2024; Pandya & Wang, 2024). Three
ethical risks include (1) the lack of empathic accuracy and empathy in situations of need,
(2) non-responsible and biased decision-making, and (3) confidentiality and data secur-
ity (Kinnula et al., 2021; Passmore & Tee, 2023a).

While AI may be able to model empathic behaviour in terms of paraphrasing and
verbalising others' emotions, Al services still lack the ability of empathic accurately
identifying the client’s emotions and understanding the underlying motivations of the
human client. This can lead to difficulties in identifying a client’s core problem, evaluat-
ing goals, and providing feedback on the chosen goals. This risk of low empathic accuracy
is of particular importance in identifying and managing self-harming thoughts and
emotions (Passmore & Tee, 2023b). Moreover, showing empathy besides perspective-
taking behaviour remains difficult in a virtual environment, where the context is limited
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with regard to physical gestures (e.g. handing a tissue, providing a warm beverage,
putting a hand on one’s should for comfort). This limitation of reacting empathically is
mainly risky in difficult situations where, for example, a person is having strong negative
emotions like anxiety, sadness or anger (Diller, 2024).

Furthermore, using AI in helping services can contribute to several ethical risks, as it is
making autonomous decisions and errors that could fail ethical guidelines, raising
questions about accountability and transparency (Etzioni & Etzioni, 2016; Hermansyah
et al., 2023; Passmore & Tee, 2023a). For instance, a coachbot could prioritise the client’s
goal attainment over everything else, thereby increasing the risk of wider harm to others,
the organisation, or society (Passmore & Tee, 2023a). To give another example, Al could
detect legal loopholes that enable legally acceptable decision-making while ignoring
ethical contradictions just to get ahead in the competition (Brendel et al., 2021).
Moreover, non-responsible Al can promote deviant and inappropriate client behaviour
(toxic online disinhibition effect; Suler, 2015). This issue of acting ethically responsibly is
of particular importance when it comes to sensitive and personal data as well as client and
organisational safety (Hermansyah et al., 2023). One big issue that AI hereby faces is
diversity bias and discrimination (Hermansyah et al., 2023; Michael, 2019). Al services
have been found to inherit biases, such as gender and racial biases, favouring white
heterosexual men, based on the biased data and biased demographics of AI product
developers (e.g. Kochling et al., 2021; Nuseir et al., 2021; Singh et al., 2020).

One last concern addresses confidentiality and data security. Al is learning from each
conversation and thus gaining access to commercially sensitive and personal confidential
data, which is subsequently stored and used in future answers towards other users
(Passmore et al., 2024). In addition, data can be hacked and leaked, which has happened
in the past and is a high risk when it comes to confidential information that is exchanged
in coaching conversations (Diller, 2024). One good example might be the Ashley
Madison data leak, where 37 million cheaters and their emails were leaked after
a hacker attack (Linshi, 2015).

In sum, Al coaching services carry risks that can be difficult to predict and manage,
due to the complexity of organisational life, global and organisational diversity and the
generative nature of Al. A series of reports on Al misconduct from multiple renowned
organisations has sparked a surge in public awareness, prompting calls for more respon-
sible and sustainable use of AI (Chang & Ke, 2024). The proposed risks further show that
using Al can come with challenges that are not in the control of the coach.

Al coaching as a threat to coaches

Due to their high system autonomy and low system transparency, Al usage can come
with risks outside of the coaches’ control (Diller, 2024; Ulfert et al., 2024). This loss of
control can lead to a perceived control threat in situations where individuals have a need
for control and safety (Mirisola et al., 2013). In addition to the control threat, Al is found
to be an occupational identity threat, as individuals perceive Al as potentially adaptating
or even replacing their job (Fast & Horvitz, 2017; Milad et al., 2021; Wissing & Reinhard,
2018). For instance, Al systems were perceived as a threat to the professional identity of
some medical roles, creating resistance amongst professionals (Jussupow et al., 2022).
Moreover, if coaches may perceive themselves as a group, Al can further be an intergroup
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threat, meaning that AI can be a threat to the rights, resources, belief systems, and welfare
of the respective group (Zhou et al., 2022). In summary, Al can be perceived as a threat by
coaches in terms of their control, occupational identity and group.

Based on the General Model of Threat and Defense (Jonas et al., 2014), when
individuals are faced with a threatening stimulus, their Behavioural Inhibition System
(BIS) is activated, and their Behavioural Activation System (BAS) is de-activated. These
two motivational systems BIS and BAS play a crucial role in affective responses. While
BIS is associated with negative affect, avoidance, and anxious inhibition, BAS is related to
positive affect, relaxation, goal-attainment behaviour, and reward seeking (Carver &
White, 1994). In other words, a threatening topic leads to an increase in BIS and decrease
in BAS affective states among coaches. For instance, coaches confronted with their
past Dark Triad client increased their BIS and decreased their BAS affective states,
meaning that coaches felt more anxious inhibition and less relaxed approach-
orientation (Diller et al., 2019). The consequences of BIS activation and BAS deactivation
can extend beyond affective states to impact various aspects of functioning. For instance,
long-term avoidance behaviours associated with BIS activation can impair physical
functioning, weaken individuals, and contribute to negative mood states that may
contribute towards depression (Petrini & Arendt-Nielsen, 2020). For example, if the
state of anxious inhibition is prolonged, distress, helplessness, and hopelessness can
increase (S. Diller et al., 2019). Conversely, BAS deactivation can result in reduced
engagement in physical and social activities, potentially exacerbating feelings of isolation
and low mood (Hirsh et al.,, 2011). In other words, while positive affective states can
enhance motivation and engagement (Watson et al., 1988), threat-related affective states
can elicit distress and helplessness for the individual.

With regard to the present research, the negative consequences of higher BIS and
lower BAS affective states may include the coaches’ curiosity and their opinion towards
Al in coaching. Previous research hereby showed that threat-related affective states led to
showing disinterest towards or even avoiding the topic (Deng et al., 2018; Diller et al.,
2023). Furthermore, the threat-related affective states increased peoples’ reactance,
anger, and negative opinion towards the topic (Miihlberger et al., 2020; Mustafaj et al.,
2021; Pérez-Fuentes et al., 2020). Thus, higher BIS and lower BAS affective states may
egatively influence coaches’ curiosity and opinion towards Al in coaching. Yet, having a
low curiosity and a negative opinion towards new technologies can have severe long-term
consequences for coaches in their professional work. Low curiosity can diminish engage-
ment in learning and exploring new topics, intellectual development, personal growth,
and (future) performance (Hartung et al., 2022; Nakamura et al., 2022). Negative
opinions about new technologies can contribute towards greater inequalities based on
the inability to adapt and to engage with these technologies (Barrett & Christian Rose,
2020; Ellis-Brush, 2021). Thus, it is essential for coaches to stay curios and open towards
new technological developments, such as Al in coaching.

The present research

Although AI as a new type of technological change can significantly change HRD and
coaching, psychological perspectives in technology implementation are rarely considered
(Ulfert et al., 2024). In this study, we investigated whether AI in coaching as a topic
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increases threat-related affective states. Drawing on recent literature, AI might pose risks
that are perceived to be outside the coaches’ control (Diller, 2024; Ulfert et al., 2024) and
further holds the potential to replace human coaches altogether, which might lead
coaches to perceive Al as a threat (Fast & Horvitz, 2017; Wissing & Reinhard, 2018).
Based on threat research and in line with the General Model of Threat and Defense
(Jonas et al., 2014) a threatening stimulus increases BIS and decreases BAS affective
states, consequently we hypothesised that thinking about AI coaching evoked threat-
related affective states by increasing BIS and decreasing BAS:

Hypothesis 1a: BIS was higher after the Al coaching manipulation than before.
Hypothesis 1b: BAS was lower after the AI coaching manipulation than before.

Furthermore, threat-related affective states can lead to reactance, disinterest, and a more
negative opinion towards the threatening stimulus. Additionally, if threat-related affec-
tive states can lead to avoiding a topic and can even foster the intentions to leave
a situation (Deng et al., 2018; Diller et al., 2023), information seeking behaviour might
be less likely to come to display and the opinion of the AI coaching could deteriorate.
Therefore, we hypothesised that this change in threat-related affective states affects the
coaches’ epistemic curiosity in and opinion of Al coaching:

Hypothesis 2a: More evoked threat-related affective states negatively predict the epis-
temic curiosity in Al coaching.

Hypothesis 2b: More evoked threat-related affective states negatively predict the epis-
temic curiosity in Al coaching.

To investigate these hypotheses with a valid sample, we aimed for a large, diverse and
global sample of coaches in our study to enhance its impact. We further decided on
a within-subject threat manipulation design, as this design has been used in previous
threat research (Diller et al., 2023; Jonas et al., 2014; Poppelaars et al., 2020), enables the
precise measurement of variables related to threats (e.g. effective states) (Riek et al., 2006;
Toni et al., 2008), and establishes a causal relationship between the threat and variable
changes, ensuring a higher validity (Shapiro et al., 2013).

Materials and methods
Sample

Business coaches from 50 different countries were recruited online through coach
training school alumni networks, universities, professional bodies, and large coaching
providers. The final sample consisted of 436 workplace coaches (306 females, 127 males,
1 non-binary, 1 who self-identified as a ‘human being’, and 1 who did not define
a gender). The respective coaches were between 18 and 78 years old (M =53.86, SD =
9.39) and worked mainly as external coaches (85.1%; internal: 9.4%; volunteer coaches
within their organisation: 5.5%)1. 388 coaches identified as heterosexual, 17 as gay/
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lesbian, 8 as bisexual, 2 as queer, 1 as pansexual, 1 as all sexual orientations, 1 as asexual,
and 18 coaches preferred not to say. 349 coaches described themselves as White, 28 as
Asian, 10 as black, 9 as Middle Eastern or North African, 8 as Hispanic or Latinx, 8 as
mixed race, 4 as First nation/Natives, 1 as Mediterranean, 1 as European, and 2 as human
beings (14 coaches did not answer). 25% of the coaches worked as associates for coaching
providers and 29% worked as associates using a digital coaching platform. Regarding the
digitalisation of their coaching, all 436 coaches had used digital coaching, 65 coaches also
deliver coaching via the phone, 51 coaches used instant messaging, 16 coaches used
specialist coaching software, and 5 coaches had delivered coaching via VR (virtual
reality).

Design

A within-subject manipulation design was adopted. The survey was created in collabora-
tion with the EMCC as part of the EMCC Global Coach Survey using Qualtix and was
piloted in May 2023 with revisions being made based on the feedback from the initial
sample of 20 business coaches. Ethical approval was received from a university Ethics
Committee at Henley Business School. The survey was reviewed by a professional body
and participation in the study was voluntary, without any advantages or disadvantages,
and based on informed consent. The survey was anonymous, and no personal identifying
information was required. The final English survey was posted online for 6 weeks in
Summer 2023, with invitations distributed by over 30 partner organisations to enhance
accessibility and engagement from diverse participants.

Procedure

At first, the coaches were asked about their demographics and affective states. Then, they
were asked questions about their coaching practice. Subsequently, they were confronted
with thinking about Al in coaching (manipulation), followed by the same measures of
affective states. After this, the coach’s epistemic curiosity towards and their opinion on
Al coaching was measured. In the end, the coaches were asked about other coaching
topics not related to this study (e.g. questions on their coaching practice, on ethical
dilemmas and digital usage). These additional data were used for publication as the

Table 1. Descriptive statistics and correlations for study variables.

M SD 1 2 3 4 5 6 7 8 9
Gender 033 057
Age 5386  9.39 .10%
Supervision 083 042 -.01 .08
BIS_before 116 106  —-.10* -.10% .01 (.82)
BAS_before 435 083 .10% 10% 04 AG** (.79)
BIS_after 199 143 -.10* .00 -.05 A2** —.26*% (.88)
BAS_after 311 130 -13*  -06 -02 —13** .28** —39**  (.85)
Curiosity 364 163 2% .01 -.07 -.05 23%% —13%%  48**  (93)
Opinion 320 141 .08 -.05 -.01 —.13* 19%* —40%*  51*  65**  (81)

Note. * p < .05 ** p < .01/ BIS = Behavioral Inhibition System/BAS = Behavioral Approach System/gender (female = 0, male
=1, non-binary/third gender = 2, not listed = 3, prefer to self-describe = 4)/Supervision (Yes =1, No = 0, prefer not to
say =3).
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EMCC Executive Report (Passmore et al., 2024). The present data is split from this report
with complete independence of the sample selection, research questions, and methodo-
logical approach in line with regulations by APA (2011) and JOB (2020). Table 1 displays
the descriptive statistics and correlations for the study variables.

Measures

Al coaching threat manipulation

To let coaches reflect on Al coaching, we asked several questions on Al coaching. Asking
questions about a threat to induce it is a widely used procedure (Poppelaars et al., 2020).
Thus, we asked, (1) whether AI chatbots can deliver coaching, (2) to what extent the
coaches thought the next 5 years of coaching would be influenced by AI, and (3) how they
would define AI coaching.

Threat-related affective states

Drawing on previous threat research on new work developments (e.g. organisational
change as a threat; Reiss et al.,, 2019), the BIS scale consisted of five items, namely
inhibited, anxious, nervous, restless, and worried (a=.81-.88), and the activated BAS
scale of seven items, namely energized, powerful, competent, goal-oriented, determined,
relaxed, and calm® (o =.79-.85). Hereby, the business coaches were asked to answer 12
items on how they currently felt using a Likert scale from 0 (not at all) to 6 (completely).
These items were measured at the beginning of the survey as well as directly after AI
coaching as the possible threat.

Curiosity about Al coaching

Curiosity was measured via six statements by the Epistemic Curiosity Scale (Schmidt &
Rotgans, 2021) adapted to the topic of Al (original item example: I would like to explore
this topic in depth; adapted item example: I would like to explore Al coaching chatbots in
depth), ranging on a Likert scale from 0 (strongly disagree) to 6 (strongly agree) (a = .94).

Opinion of Al coaching

The opinion of Al coaching was measured with four self-developed items on the coaches
positive opinion (‘I will use AI coaching coachbots in my coaching’ and I see how Al
coaching coachbots can benefit coaching’) and a negative opinion on Al coaching (T have
a negative opinion on Al coaching coachbots’ and ‘I would prohibit Al coaching coachbots
it I could’), ranging on a Likert scale from 0 (not at all) to 6 (completely) (a=.81).
A Principal Component Analysis (PCA) showed only one factor with eigenvalue > 1
accounting for 64% of the total variance. Examination of Kaiser’s criteria and the scree-
plot yielded empirical justification for this finding.

Data analysis

Firstly, the open question on the AI definition was qualitatively analysed, using
the QCAmap software and the qualitative inductive approach (www.qcamap.org;
Fenzl & Mayring, 2017). This analysis was done as a reading and manipulation
check to secure that the coaches have read, thought about, and dealt with the


http://www.qcamap.org

HUMAN RESOURCE DEVELOPMENT INTERNATIONAL 607

questions on Al coaching. All further quantitative data were analysed using IBM
SPSS statistics 28.0. The demographic data, such as gender and age, were descrip-
tively analysed and normal distributions as well as reliability were calculated. In
addition, the quantitative descriptive questions from the AI manipulation were
descriptively analysed to serve as a further reading and manipulation check.
Hypothesis 1 (the change of BIS and BAS) was tested, using paired t-tests with
a significance level of .05. We further explored this change with repeated mea-
sures ANOVA to control for demographic variables. Hypothesis 2 (the effect of
threat-related affect change on epistemic curiosity and opinion) was tested, per-
forming multiple regression analysis with BIS and BAS as predictors and with
a significance level of .05. The quantitative and qualitative data are publicly
available via the CC-By Attribution 4.0 International license under osf.io/u83sb.

Results
Reading and manipulation check

As a reading and manipulation check, the business coaches had to answer the questions
on Al coaching (all coaches answered). Responses of the coaches depict a rather negative
connotation of Al by using words like ‘trustless’, ‘generic’, or ‘unqualified’ as well as 57%
of coaches not considering Al as being able to deliver coaching (19% did see Al delivering
coaching, 24% were not sure, and 1% preferred not to answer). However, 45% of the
coaches expect that AI will be used to augment the coaching practice and 35% of coaches
even expect that at least 20% of coaches will be replaced by Al Independently of this
content, it can be said that the coaches have read, thought about, and dealt with Al
coaching as a topic.

Hypotheses 1a (H1a) and 1b (H1b): Al evoking threat-related affective states

The paired t-tests showed that participants showed higher threat-related affective states
after the questions on Al coaching compared to before: Participants displayed higher BIS
(Hla) (before: M = 1.16, SD = 1.06; after: M = 1.99, SD = 1.43), £(435) = 12,633, p < .001,
95%CI[0.71,0.97], Cohen’s d = .61, and lower BAS (H1b) (before: M =4.35, SD = 0.83;
after: M = 3.11, SD =1.30), #(435) =-19.45, p <.001, 95%CI[-1.37, —1.12], Cohen’s d
=.93, compared to before (see Figure 1). These findings support Hla and H1b and
present a medium to large effect.

Hypothesis 2a and 2b: The effect of BIS and BAS on curiosity (H2a) and opinion
(H2b)

Regarding H2a, a multiple linear regression performance depicted how a higher increase
of threat-related affective states lead to less curiosity in Al coaching, R2adj.=.11, F
(2,433) =27.09, p <.001. On a closer look, this result derives from the change in BAS
affective states, Bgas =.34, ppas < .001, showing a medium effect, but not the change in
BIS affective states, Ppis =.02, pprs =.672. Regarding H2b, a second multiple linear
regression performance displayed how a higher increase of threat-related affective states
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Figure 1. The change of threat-related affective states from before to after mentioning Al coaching.
Note. ***p <.001. Vertical lines represent the respective standard errors. Age, gender, region, and
continent had neither a direct nor interaction effect on the change in BIS and BAS.

led to a more negative opinion of Al coaching, stemming from a medium effect from
both predictors, BBIS =-.21, Pris < .001, BBAS =.31, PBas < .001, RZad] =.18, F(2,433) =
47.99, p <.001 (see Figure 2). These findings support H2a and H2b and present a medium
effect.

Discussion

The present research investigated whether Al technologies evoke threat-related affective
states among business coaches and whether this response affects the coaches’ attitude
towards Al in coaching, more precisely their curiosity and opinion. In line with
Hypothesis 1, the coaches’ threat-related affective states increased after being confronted
with the topic of Al coaching compared to before, depicted by an increase in BIS and
decrease in BAS affective states. This finding aligns with recent threat research on Al in
other domains as both an identity and intergroup threat (Jussupow et al., 2022; Milad
et al., 2021; Zhou et al,, 2022). In other words, even if technology such as Al is
implemented in a specific area to support employees or professionals, it can also induce
negative affective states (Brendel et al., 2021). In line with Hypothesis 2, this change in
threat-related affective states negatively impacted the coaches’ attitude towards AI
coaching, leading to less curiosity in and a more negative opinion of Al coaching. The
data indicates that the decrease in curiosity can primarily be explained by the decrease in
BAS affective states, while the decrease of the coaches’ opinion towards AI coaching can
be attributed to the changes in both BIS and BAS activation. Similarly, previous studies
have found that threat-related affective states evoke avoidance motivation, disinterest,
prejudice, reactance, and a negative opinion towards the threatening topic (Liang & Xue,
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Figure 2. The effect of threat-related affective states change on curiosity and opinion. Note. As the
threat evokes an increase in BIS and a decrease in BAS (see Figure 1), the present Figure depicts how
this change affects curiosity and opinion. The lines represent the direction of the relationship and the
dots depict the scattering around the lines. Yellow: The light yellow line shows that the change in BIS
did not influence the curiosity in Al coaching (no significant relationship). As shown by the dark yellow
line, the change in BAS did affect the curiosity in Al coaching, signalling that the threat-related
decrease in BAS led to a decrease in curiosity (positive relationship). Green: The light green line depicts
that the increase in BIS led to a more negative opinion of Al coaching (negative relationship). The dark
green line shows that the decrease in BAS led to a more negative opinion of Al coaching (positive
relationship).

2010; Miihlberger et al., 2020; Mustafaj et al., 2021; Onraet & Van Hiel, 2013; Pérez-
Fuentes et al., 2020). In summary, coaches responded towards Al coaching as a topic with
elevated threat-related affective states, leading to a lower curiosity in and a more negative
opinion of Al coaching.

Limitations

The present study has two main limitations. First, the survey included additional
topics, covering topics on coaching practices, fees, and digital coaching (Passmore
et al., 2024). This multi-study survey ensured a large sample of coach participa-
tion and was designed to avoid the risk of socially desirable or otherwise biased
answers towards AI, as Al in coaching was just one of many topics in the survey.
However, due to the addition of other topics, the length of the survey may have
led to a higher non-completion rate than in a short 10-item questionnaire and
also risked less diligent responses. To minimise the risk of non-diligence, we
contained the survey’s length to ten minutes and added an open-ended question
on Al coaching as not only a manipulation but also reading check. The second
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main limitation is that we had no randomised control group design, meaning that
there was no control condition with a randomised assignment to one of the two
conditions. This design was chosen based on previous threat study designs (e.g.
Diller et al., 2023) and an ethical decision to give all coaches the possibility to
reflect on AI as a new and emerging topic for their profession.

Theoretical implications

The present study’s results are a first step towards research in the area of Al coaching as
a threat. Future research is needed to (1) better identify the threat it poses, (2) compare
the findings to a randomized control group design study, and (3) investigate differences
between the anticipated threat in this study to an actual Al coaching threat. The latter
differentiation is essential as affective measures differ when it comes to an actual threat,
such as coaches being actually confronted with working with or being replaced by Al in
their coaching (Franchina et al., 2023). This confrontation could either unlock affective
states related to a fight/flight/freeze/fright/faint response (Bracha et al., 2004), could
heighten affective states of worry and concern (Spence et al., 2011), or could even reduce
the perceived level of threat due to familiarity (Grahlow et al., 2022; Oliveira et al., 2013).
In addition to the named topics, further exploration is needed on how this effect on
coaches might influence their clients. This idea is based on the theory of social inter-
dependence and recent studies that show this kind of influence (Diller et al., 2021;
Schiemann et al., 2019; Terblanche & Cilliers, 2020). Furthermore, it can be essential to
explore interventions how people get back into their approach-orientation (e.g. Diller
et al., 2023). To sum up, more research on Al coaching threat dynamics is needed - as an
outlook, it could even be expanded to other HRD areas, such as consulting, mentoring, or
training.

Practical implications

As Al is an emerging and inevitable new technology, practical implications are discussed
on how business coaches can shift their focus from AI being a threat to adapting to Al in
coaching or even seeing Al as a possibility to improve their coaching. Five main practical
implications can hereby be drawn from this study: (1) Reduce Al-evoked threat-related
affective states, (2) increase the feeling of control through education and knowledge
exchange, (3) work with instead of against Al in coaching, (4) provide an innovative
learning environment as an organisation, and (5) most importantly design Al so that it is
responsible and not a control threat.

(1) Reduce Al threat-related affective states: A first practical implication is to reduce
threat-related affective states due to the topic of Al coaching. One way to reduce
BIS as well as increase serenity and relaxation can be mindfulness (Diller et al.,
2024; Park & Pyszczynski, 2019). Such mindfulness interventions can be Mindful
Breathing or Walking, a Body Scan or a Loving-Kindness meditation (Passmore &
Oades, 2014, 2015; Sparacio et al., 2024). Another way is an affirmation interven-
tion, such as self-affirmation, value affirmation, or agency affirmation (Bayly &
Bumpus, 2019; SimanTov-Nachlieli et al., 2018; Shuman et al., 2022). Affirmations
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can lead to an approach orientation towards a threat instead of avoiding it.
Moreover, they help people focusing on their psychosocial resources when con-
fronted with a threat and view the threat in a greater context, thereby affirmations
can buffer against a threat and reduce the emergence of defensiveness (Cohen &
Sherman, 2014). Hereby, the importance is to find the right affirmation that
matches the type of threat (SimanTov-Nachlieli et al., 2018).

Increase the feeling of control through education and knowledge exchange: A second
practical implication is to support coaches with their perceived control, as this can
help people dealing with distress, as well as promote adjustment and well-being
(Frazier et al, 2011). Hereby, education plays a significant role: By equipping
individuals with technological knowledge and improving their digital competen-
cies, they can feel more in control, increasing their openness and motivation
towards new technologies (Konig et al., 2022; Passmore & Woodward, 2023;
Syeda et al., 2021). Conversations on the application and implementation of
new technologies as well as its benefits and challenges can further help profes-
sionals to excel in their careers and help their organisations to thrive in the new
world of work (Okunlaya et al., 2022; Querci et al., 2022; Syeda et al., 2021; The
Economist, 2023).

Working with, instead of against Al in coaching: A third practical implication
focusses on the collaboration between AI and human coaches as a solution to
reduce intergroup and occupational threat. Al technology itself may not be the
best way to go and ways to maximise the benefits of this complementarity need to
be explored (Budhwar et al., 2022; Herrmann & Pfeiffer, 2023). Human-AI
collaborations offer great potential in decision-making and problem-solving,
due to the complementary nature of the capabilities humans and Al systems
offer (Caldwell Sabrina et al., 2022; GrafSimann & Schermuly, 2020; Raisch &
Fomina, 2024). While AI can expand the human coaches’ scope of action and
thereby improve the effectiveness of the human coaches’ work, the coaches’
knowledge, intuition, and social interaction skills can be a profound addition as
well (Grafimann & Schermuly, 2020). Moreover, a hybrid approach more likely
ensures ethical safety, if responsible Al is combined with an ethically aware and
ethically trained professional coach (Diller, 2024).

Provide an innovative learning environment as an organization: A fourth practical
implication is the organisational responsibility to support a positive response to Al
technologies in coaching, as the organisational culture and structure can affect the
perception of and willingness to use AI (Johnson et al., 2022). Simply implement-
ing AI can already help: Using Al led to more effective, efficient, and transparent
outcomes, motivating individuals to embrace AI technologies (Kawakami et al.,
2022; Lukkien et al., 2021; Price et al., 2019). In other words, using these technol-
ogies can help people understand their potential benefits and drawbacks (Kashefi
et al., 2015; Tyre & Orlikowski, 1994) as well as socially influence them towards Al
application (Terblanche et al., 2022). However, when implementing Al, organisa-
tions have the responsibility to ensure that AI systems are designed to serve
human needs and are accountable, lawful, and ethical in order to create sustain-
able and human-centric AI (Watkins & Human, 2022). For instance, while
employees adhere significantly less to unethical instructions of an AI supervisor
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compared to a human supervisor, they still would still adhere an unethical
instruction to some extent (Lanz et al.,, 2023). Action by the European Union
has started the process of legislating to protect citizens and workers (European
Parliament, 2023), and in the coaching sector, professional bodies such as the
International Coaching Federation and EMCC Global have published voluntary
standards for Al and digital (EMCC Global, 2023; ICF, 2021).

(5) Designing responsible AI. The acceptance of coaching chatbots and therefore the
success of the coachbot-client or coachbot-coach-client work alliance are tied to the
impeccable implementation of responsible AI (Mai et al., 2022). When implement-
ing AI chatbots in international HRD, there is a high need for fairness, autonomy
and non-discrimination due to inherent biases in Al systems and the linguistic,
cultural and accessibility issues (Andreas, 2024). Wang and Pashmforoosh (2024)
hereby delineate an ethical framework based on nine human-centric principles and
propose six HRD interventions to promote responsible Al practices and effective
human-machine interactions. In addition, Chang and Ke (2024) propose a model
with practical implications to implement socially responsible Al

Conclusion

Implementing Al technology in coaching as an HRD intervention can have several
benefits but can be perceived as a control, occupational, and intergroup threat to
coaches. The present study found that coaches from 50 different countries
responded to the topic of AI coaching with increased threat-related affective
states, leading to lower epistemic curiosity and a more negative opinion towards
Al coaching. While further research on these threat dynamics, including its
consequences for the clients, is needed, these results lead to essential practical
implications that should support coaches with their perception towards AI on an
affective and cognitive level in order to foster coach-Al collaboration.

Notes

1. We excluded 50 participants who described their main identity in the coaching profession
either as being a client, a coaching researcher/writer, or a manager.

2. We did not use the English translation of ‘friedlich’ (peaceful) as the eighth BAS
item. While it made sense in the context of conflict and justice (e.g. Reiss et al,
2019), it is not used in newer threat research (e.g. S. Diller et al.,, 2023; Franchina
et al., 2023).
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